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Figure 1: In a field study, we explore users’ eye gaze behavior during smartphone unlocking in different environments and
different activities. We use our analysis to introduce the concept of leveraging gaze in 2FA/Implicit identification/authentication
for enhancing smartphone security and introduce a new threat model induced by continuous gaze tracking.

ABSTRACT
Eye gaze has emerged as a promising avenue for implicit authentica-
tion/identification on smartphones, offering the potential for seam-
less user identification and two-factor authentication. However, a
crucial gap exists in understanding eye gaze behaviour specifically
during smartphone unlocks. This lack of understanding is magni-
fied by scenarios where users’ faces are not fully visible in front
cameras, leading to inaccurate gaze estimation. In this work, we
conducted a 24-hour in-the-wild study tracking 21 users’ eye gaze
during smartphone unlocks. Our findings highlight substantial eye
gaze behaviour variations influenced by authentication methods,
physical activity, and environment. Our findings provide insights
to enhance and adapt implicit user identification/authentication
systems based on gaze tracking on smartphones taking into consid-
eration different users’ behaviour, and environmental effects.
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1 INTRODUCTION
Today, smartphones serve as indispensable companions, storing
a lot of personal information ranging from private messages to
sensitive financial data. However, this convenience comes with
several risks, emphasizing the critical need for robust security mea-
sures. Authentication methods and two-factor identification (2FA)
play pivotal roles in fortifying smartphone security, serving as
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the primary gatekeepers to safeguard sensitive content. User iden-
tification, combined with stringent password protocols, lays the
foundation for a secure smartphone environment. Utilizing eye
gaze in (2FA) authentication seen a rise in interest in the research
community in the last years [17, 18]. However, the implementa-
tion of eye gaze technology on smartphones has primarily focused
on explicit authentication, offering protection against attacks like
shoulder surfing [18]. Nevertheless, the potential for leveraging eye
gaze for implicit authentication and user identification has been
introduced but not widely embraced. The primary challenge lies in
the need for users to provide supplementary input [17, 34], which
often elongates the authentication process.

In this paper, we investigate users’ gaze behavior during smart-
phone unlocking and the factors affecting it. We introduce the
concept of leveraging gaze behavior during the unlock step for
gaze-based user identification and two-factor authentication with-
out adding explicit stimuli that may overload the user. Through an
in-the-wild study (𝑁 = 21), we analyze users’ gaze behavior during
smartphone unlocking collected over a period of 24 hours. We test
the effect of the environment, unlock technique, age, gender, and
physical activity on users’ eye gaze behavior. Our findings reveal
that the environment and physical activity have a significant ef-
fect on users’ eye gaze behavior, while the unlock technique has
an impact on face visibility. These findings not only shed light on
critical factors affecting the adoption of eye gaze on smartphones
but also pave the way for future research that capitalizes on users’
smartphone usage behavior to enhance security measures.

The contribution of our work is twofold. Firstly, through an in-
the-wild study, we explore and understand users’ eye gaze behavior
during smartphone unlocking. Secondly, we use our analysis of
gaze behavior during unlock to introduce the concept of leveraging
gaze in 2FA and enhancing smartphone security.

2 RELATEDWORK
2.1 Users’ Smartphone Unlock Behaviour and

Its Affecting Factors
In 2014, Harbach et al., found that almost 2.9% of the time of smart-
phone usage is spent in unlocking[15]. While we have seen a rise
to new authentication techniques since then (e.g., facial biometrics
or continuous authentication) with the goal of balancing usability
and increasing adoption of security measures, it is still estimated
that 10% to 35% of users do not use an authentication mechanism
mainly due to usability issues [21]. For this, researchers have con-
ducted a multitude of studies to understand user behavior during
authentication/unlocking considering factors such as age, gender,
and different environments [14, 15, 27, 28]. For example, Mahfouz
et al, investigated the error proneness of Android unlocking tech-
niques [23]. In a field study, Harbach et al., compared the usability
and security of PINs and patterns[14]. They found that users who
unlock using PINs take a longer time to unlock and make fewer
errors than pattern users[14]. More recently, Koushki et al., inves-
tigated user’s uptake and understanding of the Android implicit
authentication where they found that users still have trouble un-
derstanding its semantics [21].

Researchers found that the environment affects users’ overall
behaviour such as where they locate themselves in the environ-
ment and which actions they perform. For example, a study by
Hanle et al. demonstrated variations in people’s behaviour and
where they locate themselves in public, semipublic, and private
spaces [13]— particularly when their actions attract the attention
of others [33]. In addition, the familiarity and crowdedness of the
environment have been identified as influencing factors on user
behaviour [22, 25, 33]. Similar to the environment, users’ activ-
ity also has a great effect on users’ smartphone behaviour where
they tend to hold their smartphones in different ways during dif-
ferent activities. For example, a study done by Khamis et al. found
that face visibility collected through the smartphone’s frontal cam-
era is highly correlated to the activity the user is doing on their
phones and their seating position [18, 19]. Similarly, Broh et al.
found that users’ face visibility on smartphones is much less while
running [11, 32] compared to other activities.

2.2 Implicit Gaze Tracking for User
Identification and Authentication

While a lot of research focused on building explicit (multimodal)
gaze-based authentication schemes (e.g. [3, 20]), implicit gaze-based
authentication has a lot of potential in reducing error and increasing
the usability of authentication [17, 18]. Katsini et al. provide an ex-
tensive overview of the challenges and metrics affecting the success
of implicit gaze-based authentication/identification schemes [17].
Song et al., introduced an implicit gaze-based authenication scheme
on smartphones using the frontal camera to block illegitimate users
if their behavior deviated from legitimate user behavior [30]. Zhang
et al. used implicit visual cues from the content of existing appli-
cations on head-mounted displays to build an implicit gaze-based
continuous authentication system [34]. They found that it is possi-
ble to achieve an accuracy comparable to using explicit stimuli [34].

To conclude, implicit user identification from eye gaze behaviour
on smartphones has long been introduced, however, to the best of
our knowledge, there are no studies that investigate eye gaze in
real-world conditions and the factors influencing gaze behaviours.
Our work bridges this gap, and introduces the utilisation of the time
spent during smartphone unlocking to secure users’ phones e.g.
implicit gaze-based identification with no extra effort from users.

3 CONCEPT AND EVALUATION
We propose leveraging the time spent unlocking smartphones to
collect gaze data implicitly. This gaze data can serve two purposes:
firstly, as a second factor for user identification in a 2FA format,
thereby enhancing security, and secondly, for implicit user authen-
tication. Our work aims to address two research questions: RQ1:
How does the unlock technique influence users’ gaze behavior?
And RQ2: How do the environment, user activity, gender, and
age impact users’ gaze behavior? To explore these questions, we
developed an Android background application that records users’
unlocks and their gaze data during each unlock. Below, we detail our
data collection process and hypotheses. To obtain the data neces-
sary for our analysis we ran a 24-hour in-the-wild user study where
we collected users’ eye gaze during smartphone unlocks. In the
following, we explain the study design, apparatus, and procedure.
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3.1 Study Design
To collect ecologically valid data, we conducted an in-the-wild study
using a smartphone’s front camera for gaze estimation. Our study
involved the following independent variables: 1) participants’ age, 2)
gender, 3) environment (private vs public), 4) physical activity (still
vs on foot), and 5) unlock technique (PIN, Pattern, Password, and
Fingerprint). We investigated a set of 4 dependent variables 1) face
visibility, 2) authentication duration, 3) eye gaze behavior, and 4)
eyes on and out of the screen. The university ethics board approved
the study design. To collect this data, we implemented a Hedgehog
Android app. The following explains how we collected our data
through our app- all data was stored on a University server.

User Gaze Data:We used the Seeso.io1 API for gaze estimation,
utilizing the smartphone’s front camera. The API does not require
calibration, which is an important factor in our field study. We
know this will affect the accuracy, but in this work, we do not
have specific areas of interest to investigate but rather the whole
screen. The API also provides timestamped gaze data, categorized
as Fixations and Saccades, along with information on face visibility
and gaze directed both on and outside of the screen.

Unlock Technique: In the demographics form, we collect the
unlocking technique used by users, focusing on four techniques:
PINs, Patterns, Passwords, and Fingerprint.

User Environment:We analyse eye gaze behavior in two set-
tings: 1) Public Spaces and 2) Private Spaces. Following Jackson’s [16]
definition, we define Public Spaces as a place accessible to all peo-
ple for their use and enjoyment, and Private Spaces as a place open
only to those permitted by law or custom [10]. Our hypothesis is
that in private environments, participants will engage in more eye
contact with the screen, given the perceived safety and reduced
likelihood of shoulder surfing. We also anticipate lower face vis-
ibility in private environments due to users’ seated posture, e.g.,
slouching, as noted by previous work [18]. To capture participants’
environment, we use an experience sampling pop-up prompt after
each unlock, inquiring whether they are currently in a private or
public environment.

User Activity: In our study, we examine user activity, detecting
states through gyroscope coordinates and estimating activity using
the step detector values. User activity is categorised into three
groups: 1) Still, 2) Active, and 3) In Vehicle. Our hypothesis suggests
limited face visibility and reduced eye contact with the screen in
the active state compared to other states.

User Age and Gender: At the beginning of the study, we col-
lected information on users’ age and gender. Past studies high-
light diverse smartphone usage behaviors across age groups, with
younger generations using phones for extended durations [7, 11].
Additionally, females tend to use smartphones for longer periods
compared to males [7].

3.2 Recruitment, Participants and Procedure
We recruited 21 participants (11 females, 2 non-binary) through
university mailing lists, word of mouth, and social media. Their
ages ranged from 18 to 70 (𝑀 = 36.62; 𝑆𝐷 = 15.57). The diverse
group represented various nationalities and academic backgrounds,
including computer science, history, economics, engineering, and
1Seeso.io: https://seeso.io/

medicine. Seven participants wore glasses, and two used contact
lenses. None had prior eye-tracking experience (rated 1 on a scale
from 1 for novice to 5 for experienced), and their IT security exper-
tise ranged from none to average. Participants received a study link
to download our Android application from the university server.
They completed the consent and demographics forms, including
questions about their unlock technique. The application ran in the
background for 24 hours, triggering a popup during each phone
unlock to inquire about their environment. Participants were later
asked to delete the application and received a 5-euro compensation.

3.3 Limitations
Using the smartphone’s front camera for gaze estimation, our study
couldn’t analyse gaze behavior during FaceID unlock. Additionally,
we couldn’t prompt users with a swipe-to-unlock technique. We
acknowledge unbalanced age and gender datasets, limiting the
statistical tests for further data analysis.

4 GAZE BEHAVIOR FEATURES
We derive six gaze behavior characteristics from collected raw
data by first calculating saccades and fixations. Fixations involve
maintaining gaze on a specific location [29]. Saccades, rapid eye
movements shifting the focal point, were defined as in [9]. We
identified and used features reported in prior studies [4, 5]:

• Fixation Count: This feature provides the number of total
fixations in each unlock.

• Average Fixation Duration: The average fixation duration
per unlock attempt per user.

• Total Fixation Duration: The overall duration of gaze fix-
ations on the screen during each unlock.

• Average Saccadic Duration: Time between consecutive
fixations, providing the average duration per unlock.

• Average Saccadic Length: Similarly, the average distance
between two fixations per unlock was calculated.

• Total Gaze Distance Travelled: Euclidean distance be-
tween each pair of fixations during each unlock, illustrating
the total distance covered by the gaze.

5 RESULTS
We begin our analysis with an overview and then examine various
factors’ impact on users’ gaze behavior. Given the assumed non-
normal distribution of our data, we conducted non-parametric tests
and reported mean values (M).

5.1 Data Analysis Overview
Using front cameras for gaze estimation at a sample rate of 30 Hz
resulted in an average of 60 samples per user per unlock attempt,
varying based on the technique—(min=30 samples for fingerprints,
max=120 samples for passwords). This resulted to 46K samples
across all participants and techniques. Five participants used PINs,
two used passwords, three patterns, and nine used fingerprints. On
average, participants took 6.33s for patterns, 5.94s for passwords,
4.51s for PINs, and 4.15s for fingerprints. Participants unlocked
their phones an average number of 37.71 times (max=58, min=8).

https://seeso.io/
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Table 1: Results per unlock attempt categorised by age group

Features Below 40 Years Above 40 Years
Mean SD Mean SD

Unlock Duration 4.79 3 4.92 2.18
Avg Fix Count 53.14 34.70 48.96 32.90
Avg Fix Dur 46.30 13.53 35.70 6.83
Total Fix Dur 2151.65 1264.14 1688.94 1250.95
Avg Sacc Dur 44.41 11.26 34.97 5.92
Avg Sacc Length 154.37 39.99 142.94 41.92
Distance Travelled 6455.90 5197.76 6528.66 5327.46
Face Visibility % 29.27 13.27 53.18 4.69
Avg Gaze On Screen % 53.01 21.97 50.01 20.64

Table 2: Results per unlock attempt categorised by gender.

Features Females Males Non-binary
Mean SD Mean SD Mean SD

Unlock Duration 5.45 2.3 4.82 3.13 1.34 4.03
Avg Fix Count 55.99 39.03 56.54 23.88 11.31 0.73
Avg Fix Dur 44.08 16.75 40.17 6.53 51.21 12.88
Total Fix Dur 2121.85 1282.76 2251.35 1132.94 528.62 48.45
Avg Sacc Dur 42.15 14.12 39.66 6.11 47.53 7.93
Avg Sacc Length 155.44 47.32 134.97 19.88 191.8 6.49
Distance Travelled 7530.16 6473.68 6161.76 2672.77 1942.32 347.46
Face Visibility % 8.95 7.62 12.03 16.12 17.77 11.22
Gaze On Screen % 45.35 17.94 38.53 20.99 76.70 21.584

5.2 Effect of Age and Gender on Gaze behavior
We studied the impact of age and gender on users’ gaze behavior dur-
ing phone unlock attempts. For age analysis, we divided participants
into two groups: those above and below 40 years old as research
found that millennials stand out for their technology use compared
to older generations [31]. Among the participants, 15 were below
40, and 6 were above 40. Findings showed that participants over 40
took a bit longer (𝑀 = 4.92; 𝑆𝐷 = 2.18) to unlock their phones than
those below 40 (𝑀 = 4.79; 𝑆𝐷 = 3). Table 1 displays the average
results of dependent variables by age groups. Participants above 40
generally had less gaze data, indicating less eye contact with the
screen during unlocks compared to those under 40. However, partic-
ipants over 40 scanned wider areas on the screen.For gender effects,
among our participants (11 females, 8 males, and 2 non-binary), fe-
males took longer to unlock their smartphones (𝑀 = 5.45; 𝑆𝐷 = 2.3
seconds) compared to males (𝑀 = 4.82; 𝑆𝐷 = 3.13) and non-binary
participants (𝑀 = 1.36; 𝑆𝐷 = 4.03). (cf., Table 2). Females had longer
fixations and saccades, scanning wider areas despite a lower face
visibility percentage. For both age and results, due to imbalanced
gender samples, statistical tests were not conducted.

5.3 Effect of Unlock Technique on Gaze
Behavior

In our participant pool, five used PINs, two opted for passwords,
three used patterns, and nine relied on fingerprints for unlocking.
Due to dataset imbalance, we grouped these techniques into:

• Attentive Unlock Techniques - sensitive to inattentive
interaction, including PINs, Patterns, and Passwords.

• Inattentive Unlock Techniques - Less affected by inatten-
tive interaction, exemplified by Fingerprints.

Table 3: Mann-Whitney test for the different authentication
techniques, (Significant results in bold, P <.05)

Features
Inattentive
Techniques

Attentive
Techniques

Mann Whitney
U Test

Mean SD Mean SD U P
Unlock Duration 4.15 3.11 5.43 2.33 31 .091
Avg Fix Count 39.87 40.22 62.91 23.52 18 .009
Avg Fix Dur 46.29 17.41 40.52 7.59 44 .439
Total Fix Dur 1558.01 1375.27 2438.92 966.71 17 .007
Avg Sacc Dur 43.67 14.54 39.93 6.66 51 .778
Avg Sacc Length 158.57 52.47 144.30 22.247 50 .725
Distance Travelled 6068.78 7245.50 6847.51 2183.61 25 .035
Face Visibility % 13.29 14.86 8.85 7.62 49 .673
Gaze On Screen % 23.53 23.87 83.33 18.94 45 .011

Table 4: Wilcoxon signed rank test across the different activ-
ities, (Significant results in bold, P <.05)

Features Still-state Active-state Wilcoxon Signed
Rank Test

Mean SD Mean SD Z P
Unlock Duration 5.58 3.63 3.96 3.07 -2.37 .018
Avg Fix Count 44.58 28.78 37.07 36.70 -2.01 .04
Avg Fix Dur 43.94 14.75 37.50 11.38 -1.81 .07
Total Fix Dur 2121.59 1166.25 1588.04 1430.41 -2.25 .02
Avg Sacc Dur 40.19 6.66 38.92 5.34 -0.52 .60
Avg Sacc Length 141.30 48.90 136.53 51.11 -0.52 .60
Distance Travelled 6193.56 5332.68 5292.91 3695.10 -0.20 .84
Face Visibility % 26.47 7.18 9.24 3.17 -1.87 .046
Gaze on Screen % 34.25 4.67 18.13 5.7 -3.8 .042

Conducting a Mann-Whitney test on independent samples, we
found that, although inattentive unlocks were shorter as expected
(𝑀 = 4.15; 𝑆𝐷 = 3.11) compared to attentive ones (𝑀 = 5.43; 𝑆𝐷 =

2.33), no statistically significant differences were observed (𝑃 >

.05). However, the higher standard deviation in inattentive unlocks
was due to a reported high failure unlock rate, also reported in
literature [8]. Regarding gaze features, we identified statistically
significant effects of the unlock technique on average fixation count
(𝑈 = 18, 𝑃 = .009), total fixation duration (𝑈 = 17, 𝑃 = .007),
and overall gaze traveled distance on the screen (𝑈 = 25, 𝑃 =

.035), suggesting increased attention to the screen. A statistically
significant effect on gaze percentage on the screen was noted (𝑈 =

45, 𝑃 = .011), with attentive techniques having more gaze on the
screen (𝑀 = 83.33; 𝑆𝐷 = 18.94) than inattentive (𝑀 = 23.53; 𝑆𝐷 =

23.87), (cf., Table 3).

5.4 Effect of User Activity on Gaze behavior
To analyze users’ gaze across activities, we used accelerometer and
gyroscope data to categorize activities into two states:

• Still-state - almost no difference in acceleration and velocity.
• Active-state - differences in acceleration and velocity, fur-
ther divided into on-foot and in-vehicle conditions (no inci-
dents recorded in the in-vehicle condition).

Four participants lacked incidents for unlock in motion active-state,
so they were excluded from activity data analysis. Most unlocks
occurred in a still state (𝑀 = 23.38; 𝑆𝐷 = 14.97) compared to an
active state (𝑀 = 12.76; 𝑆𝐷 = 10.96). A Wilcoxon signed-rank
test revealed a statistically significant effect of users’ activity on
unlock duration (𝑍 = −2.37, 𝑃 = .018). Contrary to expectations,
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Table 5: Wilcoxon signed rank test for gaze features across
the different environments, (Significant results bold, P <.05)

Features
Public

Environment
Private

Environment
Wilcoxon Signed

Rank Test
Mean SD Mean SD Z P

Unlock Duration 4.88 2.54 4.27 2.34 -0.83 .27
Avg Fix Count 42.87 39.06 52.81 28.34 -1.1 .022
Avg Fix Dur 46.76 26.48 42.58 8.61 -0.93 .34
Total Fix Dur 2102.17 1377.56 2125.49 1230.86 -0.76 .44
Avg Sacc Dur 39.57 5.70 40.40 6.88 -1.98 .048
Avg Sacc Length 146.44 42.70 151.42 40.23 -0.02 .98
Distance Travelled 6341.35 3104.57 6841.06 5879.95 -1.15 .24
Face Visibility % 29.83 3.2 30.52 4.1 0.1 .776
Gaze on Screen % 54.13 10.2 63.49 7.98 1.4 .029

active states induce shorter unlock duration (𝑀 = 3.96; 𝑆𝐷 = 3.07)
compared to still-states (𝑀 = 5.58; 𝑆𝐷 = 3.63), suggesting a more
pronounced impact of the unlock technique on the unlock duration.
For gaze data, a Wilcoxon signed-rank test showed a statistically
significant effect of user activity on gaze. Users had more fixations
while unlocking in a still state (𝑀 = 44.58; 𝑆𝐷 = 28.78) compared
to an active state (𝑀 = 37.07; 𝑆𝐷 = 36.70) (𝑍 = −2.02, 𝑃 = .044). A
significant effect of activity on total fixation duration was observed,
with participants maintaining longer gaze durations in a still state
(𝑀 = 2121.59; 𝑆𝐷 = 1166.25) compared to an active state (𝑀 =

1588.04; 𝑆𝐷 = 1430.41) (𝑍 = −2.25, 𝑃 = .024). Moreover, users’
activity significantly affected face visibility (𝑍 = −1.87; 𝑃 = .046)
and gaze on-screen percentage (𝑍 = −3.8; 𝑃 = .042), with active
states resulting in lower face visibility and reduced gaze on-screen
percentage (cf., Table 4).

5.5 Effect of Environment on Gaze Behavior
We categorized responses to the experience sampling pop-up into
Public and Private environments. Four participants were excluded
due to not having any unlock in public environments. Most un-
locks occurred in private environments (𝑀 = 26; 𝑆𝐷 = 17.15)
compared to public ones (𝑀 = 9; 𝑆𝐷 = 9.43). While unlocking
took longer in public environments (𝑀 = 4.88; 𝑆𝐷 = 2.54) than
in private ones (𝑀 = 4.27; 𝑆𝐷 = 2.34), the difference was sta-
tistically insignificant. The environment had a significant effect
on fixation count (𝑍 = −1.1, 𝑃 = .022), with more fixations in
private environments (𝑀 = 52.81; 𝑆𝐷 = 28.34) than in public
(𝑀 = 42.87; 𝑆𝐷 = 39.06). A significant effect of the environment on
saccadic duration was observed (𝑍 = −1.98, 𝑃 = .048), with longer
saccades in private environments (𝑀 = 40.40; 𝑆𝐷 = 6.88) compared
to public (𝑀 = 39.57; 𝑆𝐷 = 5.70). This suggests increased engage-
ment and attention to the screen during unlocking in private envi-
ronments. Participants demonstrated significantly more eye contact
with the screen in private environments (𝑀 = 63.49; 𝑆𝐷 = 7.98)
than in public ones (𝑀 = 54.13; 𝑆𝐷 = 10.2) (𝑍 = 1.4, 𝑃 = .029),
Table 5.

Summary
Our findings highlight that age influences users’ smartphone un-
lock behavior, particularly affecting face visibility and eye contact.
Females in our sample exhibit limited face visibility but cover more

a) PIN b)    Pattern c)    Password

Figure 2: Arbitrary visualization of gaze behavior from par-
ticipants across different unlock techniques.

screen areas with their gaze during unlocking. The unlocking tech-
niques significantly impact users’ eye contact with the screen and
gaze behavior, reflected in fixation count and screen distance trav-
eled. Moreover, user activity, specifically in a still state, has better
face visibility and increases eye contact with the screen, leading to
more fixations. Environmental factors also contribute to behavior
variations, where unlocking in private environments was found to
be associated with more fixations and eye contact with the screens.

6 DISCUSSION AND FUTUREWORK
6.1 User Authentication and Identification

During Smartphone Unlock:
Our primary objective was to understand gaze behavior during
smartphone unlocking to enhance security. We observed that users
make more eye contact with their smartphone screens during at-
tentive unlock techniques, we propose the integration of gaze as
an additional factor for 2FA. This approach leverages users’ natural
tendency to follow their touch input during attentive unlocking,
utilizing both touch and gaze inputs for a more robust security mea-
sure. Future research should investigate the uniqueness of user gaze
behavior during the unlocking step as an opportunity for implicit
identification and authentication. Recent research has explored
variations in gaze behavior when users view images, suggesting
its potential as an identification step before device unlocking [1].
Conversely, in the case of inattentive unlock techniques, users’ eyes
are relatively free, suggesting the possibility of implementing two-
factor authentication by prompting users to provide a different eye
input, enhancing security. Finally, future work could also look into
splitting the unlock step into before, during, and after unlock and
investigate each step individually, similar to Abdrabou et al. [4].
Then investigate the previously mentioned mechanisms and their
suitability in each stage.

6.2 Gaze-Calibration During Phone Unlock
By visualizing participants’ gaze paths on screens, we noticed a con-
sistent pattern of following their fingers, particularly in attentive
unlock techniques. This aligns with existing literature [3], where
a study investigated visual angles across Android lock patterns.
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Given our finding that users’ gaze behaviors are significantly influ-
enced by their chosen unlock technique, especially when following
touch input for attentive unlocks, we recognize an opportunity
to leverage this step for eye tracker calibration. Considering the
growing prevalence of eye tracking in handheld devices and the
time-consuming nature of eye tracking calibration, which inter-
rupts users’ primary activities, we propose using the unlock step
for eye calibration. This would enhance the overall usability of eye
tracking on smartphones [26]. Further research should explore how
the unlock step can effectively calibrate eye trackers.

6.3 Gaze-Based Threat Models
The majority of our participants’ gaze followed their touch input,
particularly in attentive techniques. While acknowledging that our
results are not validated by the participants since we did not col-
lect their authentication data, distinctive gaze patterns emerged,
notably during the entry of patterns, PINs, and passwords. This
revelation unveils a novel threat model associated with continuous
gaze tracking, wherein an adversary could potentially extract users’
PINs, Patterns, and passwords from their gaze data if collecting raw
gaze data and timestamps. Due to ethical considerations, we refrain
from presenting specific gaze paths; however, a closely mimicked
representation is depicted in Figure ??, demonstrating similar gaze
paths to those observed in our data analysis. It’s essential to note
that background elements were added for visualization purposes,
as we lack certainty about specific locations on the screen. Nev-
ertheless, the potential leakage of such data poses a significant
risk to users. Even if it doesn’t directly reveal their actual unlock
method, it could narrow down possibilities for a brute force attack.
This finding is particularly intriguing since, until now, eye gaze
has primarily been utilized as a secure input technique protecting
users from various attacks such as shoulder surfing [2, 12], thermal
attacks [24], and smudge attacks [20], but it has not been explored
as a potential threat model in its own right.

6.4 Challenges in Conducting Smartphone
Gaze-behavior Studies

Throughout our work, we have seen participants are reluctant
to take part in studies that collect user eye gaze. Similar to new
forms of authentication or interaction (e.g. implicit authentication
[21]), users have a limited understanding of what gaze data actually
means. We have seen this during our recruitment phase, in the
number of downloads of the app (85 link downloads) versus the
final number of study participants who actually installed it and
took part in the study (𝑛 = 21). Users need more transparency to
be able to understand gaze data [6], and hence build more trust in
such systems. This directs future research to explore different ways
of communicating gaze data collection and its severity.

7 CONCLUSION
The paper introduces a novel approach by investigating users’ gaze
behavior during smartphone unlocking for potential gaze-based
user identification and two-factor authentication. In a 24-hour in-
the-wild studywith 21 participants, the research explores the impact
of environment, unlock technique, age, gender, and physical activ-
ity on users’ eye gaze behavior. Findings highlight the significant

influence of environment and physical activity on gaze behavior,
with the unlock technique affecting face visibility. These insights
deepen our understanding of factors shaping eye gaze adoption on
smartphones and suggest directions for future research.
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