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ABSTRACT

Handheld mobile devices store a plethora of sensitive data, such as private emails, personal
messages, photos, and location data. Authentication is essential to protect access to sensitive
data. However, the majority of mobile devices are currently secured by singlemodal
authentication schemes which are vulnerable to shoulder surfing, smudge attacks, and thermal
attacks. While some authentication schemes protect against one of these attacks, only few
schemes address all three of them. We propose multimodal authentication where touch and
gaze input are combined to resist shoulder surfing, as well as smudge and thermal attacks.
Based on a series of previously published works where we studied the usability of several user-
centred multimodal authentication designs and their security against multiple threat models,
we provide a comprehensive overview of multimodal authentication on handheld mobile
devices. We further present guidelines on how to leverage multiple input modalities for
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enhancing the usability and security of user authentication on mobile devices.

1. Introduction

Today’s mobile devices allow users to access private data
and perform sensitive actions, such as viewing personal
photos or messages as well as making online payments.
To protect access to said data and actions, users employ
authentication mechanisms to lock their phones. These
authentication mechanisms include knowledge-based
schemes — like PINs and unlock patterns - and bio-
metric schemes — such as fingerprint authentication
and facial recognition. Knowledge-based and biometric
schemes suffer from several vulnerabilities: The suscep-
tibility of knowledge-based authentication schemes to
shoulder surfing was demonstrated repeatedly (De
Luca et al., 2013; Eiband et al.,, 2017; Khamis et al.,
2016; von Zezschwitz et al., 2015; Khamis, Trotter,
et al., 2018). These schemes are also vulnerable to ther-
mal attacks (Abdelrahman et al., 2017; Abdrabou et al.,
2021, 2020) and smudge attacks (Aviv et al., 2010;
Schneegass et al., 2014; von Zezschwitz et al., 2013).
While there is no evidence that biometric authentication
is vulnerable to these side-channel attacks at the time of
publishing this paper, biometric data can be stolen
remotely (Stokkenes, Ramachandra, and Busch,2016;
Zhang et al.,, 2015), and once leaked they cannot be

changed by users. These are among the reasons Android
and iOS require users to set a backup PIN, pattern or
password as a fallback method, citing the insecurity of
biometric authentication (Google,2016). Requiring a
fallback method opens the door for ‘bypass attacks’
(Tiefenau et al., 2019) where, for example, an attacker
may intentionally push their finger against the finger-
print sensor until the system prompts them to use the
fallback method, which is vulnerable to the aforemen-
tioned side-channel attacks that impact knowledge-
based schemes.

This means that we need more secure and usable
authentication methods for mobile devices that are resi-
lient to shoulder surfing, thermal and smudge attacks.
To combat these threats, this work proposes the usage
of multimodal user authentication on mobile devices
by combining gaze and touch input to enter passwords.
To realise this, we propose two multimodal authentica-
tion schemes: GazeTouchPass and GazeTouchPIN. The
key differences between these two schemes are as fol-
lows: GazeTouchPass requires passwords that are com-
posed of both gaze input and touch input. For example,
a GazeTouchPass password can be ‘Gaze left’, “Touch 1’,
‘Gaze right’, “Touch 2’. The second system GazeTouch-
PIN uses numeric PINs but allows users to enter them
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using gaze and touch. For example, to enter ‘1’, the user
needs to touch a pair of digits (either ‘1 and 2’ or ‘0 and
1’ depending on the currently shown layout) and then
gaze to the left in case if the layout shows ‘1 and 2’ or
to the right in case of ‘0 and 1’. GazeTouchPass and
GazeTouchPINare knowledge-based schemes that are
resilient to smudge and thermal attacks by design
because of relying on gaze input (Katsini et al., 2020).

After proposing the two schemes, we report five usabil-
ity and security lab studies, with a total of 76 participants.
First, we evaluate the schemes’ usability in two usability
studies — one for each scheme - shedding light on
efficiency, error rates, and memorability. Second, we
evaluate the resistance of each scheme against advanced
shoulder-surfing attacks through three security studies.
For this, we considered three realistic threat models: (1)
iterative observation attacks where the attacker first
observes the user’s gaze input in one occasion, then
observes their touch input in another occasion, and
finally combines the observations to infer the password;
(2) side observation attacks where the attacker finds the
ideal angle from which they can see the user’s gaze and
touch input at the same time; and (3) multiple shoulder
surfers where a pair of attackers simultaneously observes
the user during authentication, each focusing on either
gaze or touch input. The usability studies reveal that enter-
ing a 4-symbol multimodal password using GazeTouch-
Pass takes 3.14 seconds on average, while a 4-digit PIN
entered using GazeTouchPINrequires 10.82 seconds. The
results of our security studies show that multimodal
authentication using gaze and touch significantly improves
resilience to observation attacks in all investigated threat
models compared to a unimodal authentication baseline
that uses touch to enter 4-digit PINs. However, Gaze-
TouchPass is particularly more secure against side obser-
vation attacks, whereas GazeTouchPIN is more secure
iterative observation attacks. Based on our investigations,
we conclude with guidelines for designing user-centred
multimodal authentication.

Research Contribution: In summary, this article makes
three main contributions: (1) we introduce the concept of
multimodal authentication using a combination of touch
and gaze on mobile devices, (2) we present the implemen-
tation of two schemes, GazeTouchPass and GazeTouch-
PIN, and an evaluation of their usability and security
considering three advanced yet realistic threat models,
and (3) we outline guidelines for designing usable and
secure multimodal authentication.

The rest of the paper is structured as follows: Section
2 discusses related work and highlights key differences
to previous research. Section 3 presents the concept
and implementations of GazeTouchPass and
GazeTouchPIN, as well as the three threat models

considered in this work. Section 4 reports on two usabil-
ity studies evaluating GazeTouchPass and GazeTouch-
PIN respectively. Section 5 presents three security
studies: The first two studies focus on one system
each, and assess their observation resistance against
two threat models, whereas the third study evaluates
both systems against the third threat model. Section 6
discusses the results and outlines our guidelines for
usable and secure multimodal authentication.

2. Related work

We build on several strands of prior work, most notably
shoulder-surfing resistant authentication, gaze for
authentication, and multimodal authentication on
mobile devices.

2.1. Shoulder-surfing resistant authentication

State-of-the-art approaches to counter shoulder-surfing
aim to make eavesdropping of password entries difficult
for attackers. Multiple previous works rely on presenting
users with cues that impact the way they enter their pass-
words. Examples of schemes that incorporated visual
cues include SwiPIN (von Zezschwitz et al., 2015) and
CueAuth (Khamis, Trotter, et al, 2018) which display
arrows on each digit on a 10-digit PIN pad. Users then
indicate their input by performing a gesture that matches
the arrow on the digit they wish to enter. Other approaches
employed haptic cues, such as VibraPass (De Luca, von
Zezschwitz, and Hufimann,2009) that uses haptic cues to
communicate to users whether they should enter correct
or incorrect PIN digits to confuse shoulder surfers. Bianchi
et al. proposed a number of authentication schemes that
use haptic and audio cues: PhoneLock (Bianchi et al,
2011), SpinLock (Bianchi, Oakley, and Kwon,2011), Time-
Lock (Bianchi, Oakley, and Kwon,2012) and Colorlock
(Bianchi, Oakley, and Kwon,2012). While those schemes
are promising for resisting shoulder-surfing attacks, a com-
mon issue in cue-based authentication is a long authentica-
tion duration due to the time required to observe the cue
before providing input. For instance, SWiPIN requires 3.7
seconds to authenticate (von Zezschwitz et al., 2015),
whereas PhoneLock requires up to 28 seconds (Bianchi
et al, 2011).

The aforementioned schemes inspire our multimo-
dal schemes, in particular GazeTouchPIN . We learned
from previous work that cue-based authentication is
secure against observation but can be significantly
slower when displaying too many cues. Further,
using cues that require time to perceive (e.g.vibration
patterns), or when users need to perform a linear
search (e.g.find a digit in a completely randomised



Figure 1. Layout (a) was used for GazeTouchPass and touch-only
(GazeTouchPIN ’s baseline). Layouts (b) and (c) are the two possible
layouts for the touch+random as well as for the GazeTouchPIN
system.

arrangement of digits). Thus, in GazeTouchPIN , users
are shown one of only two random layouts (see Figure
1(b,c)). The choice of layout to display is determined
randomly at the entry of each of the 4-digit PIN.

2.2. Gaze for authentication on mobile devices

There has been significant progress recently in gaze esti-
mation, allowing eye tracking (Hohlfeld et al., 2015;
Wood and Bulling.,2014; Ishimaru et al., 2013; Krafka
et al., 2016; Khamis, Baier, et al., 2018) and the detection
of gaze gestures (Khamis et al., 2016; Vaitukaitis and
Bulling,2012; Zhang, Kulkarni, and Morris,2017) using
front-facing cameras that are readily integrated in
mobile devices. For an overview of eye tracking on
mobile devices, we refer the reader to the survey by Kha-
mis, Alt, and Bulling (2018).

Gaze was shown to be a promising modality for pass-
word entry in desktop settings (Best and Duch-
owski,2016; Cymek et al., 2014; De Luca, Denzel, and
Hussmann,2009; De Luca, Weiss, and Drewes,2007;
Forget, Chiasson, and Biddle,2010; Kumar et al., 2007;
Sakai et al., 2016; Sluganovic et al., 2016; Khamis, Trot-
ter, et al., 2018; Abdrabou et al., 2019). Gaze is also a
popular choice for biometric authentication (Kinnunen,
Sedlak, and Bednarik,2010; Song et al., 2016; Rigas,
Abdulin, and Komogortsev,2016). Researchers have
also utilised gaze for improving password selection
(Alt et al,, 2016; Bulling, Alt, and Schmidt,2012), pass-
word recall (Sridharan et al.,, 2016) and understanding
user’s password choice strategies (Katsini et al., 2019).
For a review of the use of gaze for both knowledge-
based and biometric authentication, we refer the reader
to the work of Katsini et al. (2020).

Prior work shows that gaze is hard to observe
(Almoctar et al., 2018), however by observing the
user’s eyes (instead of the screen), attackers may still
eavesdrop password (De Luca, Denzel, and
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Hussmann,2009). To offset such an attack, schemes
based on Electrooculography (EOG) have been
demonstrated to work even with closed eyes when
users where EOG glasses (Dieter Findling, Quddus,
and Sigg,2019). Compared to existing schemes, the
novelty of our schemes lies in the combination of
gaze and touch input on unmodified mobile devices.
Consequently, attackers would need to (a) observe
the user’s gaze input, (b) observe the user’s touch
input, and (c) combine both observations. For these
reasons, we opted for evaluating our schemes under
threat models that go beyond simple one-time
observations.

2.3. Multimodal authentication on mobile
devices

Although GazeTouchPass and GazeTouchPIN are the
first authentication schemes that combine gaze and
touch on mobile devices, there have been other schemes
that employ multiple modalities. For example, Phone-
Lock (Bianchi et al., 2011), SpinLock (Bianchi, Oakley,
and Kwon,2011), TimeLock (Bianchi, Oakley, and
Kwon,2012), and Colorlock (Bianchi, Oakley, and
Kwon,2012) resist shoulder surfing by using combi-
nations of audio and haptic feedback as cues for pass-
word entry. The idea behind these systems is using a
hidden output channel for cues that only users can per-
ceive. Using cues has a positive influence on shoulder
surfing resistance which inspired our implementation
of GazeTouchPIN , where we use a randomised visual
cue that is difficult to observe simultaneously while
observing the user’s eyes.

Another feature of GazeTouchPass and GazeTouch-
PIN is that they split the attacker’s attention because
gaze input and touch input need to be observed simul-
taneously. In terms of input-splitting, XSide by De Luca
et al. (2014) is most similar to our work. XSide exploits
the back of the device interaction to make observations
more difficult. It was found that splitting the input
strongly influences the observation resistance of a sys-
tem as it requires splitting the attackers’ attention.
This conclusion influenced the design of our systems
as we demonstrate in the following sections.

Unlike the aforementioned multimodal schemes,
users of GazeTouchPass and GazeTouchPIN do not
need any additional hardware (e.g. motors, earplugs or
double-sided touch screens). The users only need one
hand for interaction, which is preferred by users over
two-handed interaction (Karlson, Bederson, and
SanGiovanni,2005).

While preliminary evaluations of GazeTouchPass
and GazeTouchPIN were reported in Khamis et al.



4 M. KHAMIS ET AL.

(2016), Khamis, Hassib, et al. (2017) and Khamis, Ban-
delow, et al. (2017), we significantly extend that work
by (a) directly comparing the GazeTouchPass and
GazeTouchPIN , (b) presenting guidelines for usable
and secure multimodal authentication, (c) reflecting
on previous work in that topic in more depth, (d)
including an in-depth discussion that reflects on the
results, ethical considerations, contributions in prac-
tice, and comparison to related work, and (e) report-
ing results on the memorability of GazeTouchPass.

3. Multimodal authentication using gaze and
touch

In this section, we present the concept and implemen-
tations of each of GazeTouchPass and GazeTouchPIN
. Both schemes are implemented as Android apps and
do not require any additional hardware, because the
gaze gestures are detected using the front-facing cam-
era that is readily integrated into off-the-shelf mobile
devices. Even though there is a recent uptake of
front-facing depth cameras, which typically improve
eye tracking accuracy (Khamis, Alt, and Bulling,2018),
we used standard video (RGB) front-facing cameras to
ensure compatibility with the majority of smartphones.
The user’s face and eyes are first detected using a
Viola-Jones detector (Viola and Jones,2004). We
then adapted a method proposed by Zhang, Bulling,
and Gellersen (2014) for detecting gestures to the left
and to the right without the need for eye tracking cali-
bration. We were careful to avoid requiring calibration
because calibration is known to be perceived as a
tedious and a time-consuming task (Majaranta and
Bulling,2014). We further followed the recommen-
dation by Katsini et al. that gaze-based authentication
should not require calibration due to its negative
impact on usability (Katsini et al.,, 2020). While the
method by Zhang, Bulling, and Gellersen (2014)
measures the distance between the user’s pupil centre
and the eye corner in each eye, our method measures
the distance between the face’s centre and the pupil for
each eye. We opted for relying on the face’s centre
rather than eye corner as low-resolution cameras are
more likely to accurately detect the face rather than
the eye corner. Gaze directions are then estimated
based on the ratio between both distances.

3.1. GazeTouchPass

GazeTouchPass combines touch-based PINs (0-9) and
gaze gestures (left and right) for authentication. The
system uses a theoretical password space of (12"),
where n denotes the length of the password. Our

Table 1. Sample GazeTouchPass passwords.

Condition Example 1 Example 2
0-switches (baseline) 1-2-3-4 left-right-left-left
1-switch left-1-2-3 1-2-left-right
2-switches left-1-left-right left-1-2-right
3-switches 1-left-2-right left-1-right-2

Notes: We studied the effect of the number of switches between gaze and
touch input (modality-switch-count). We expect that the more switches
between modalities a password has, the more resistant it is to shoulder
surfing. 0-switches is the baseline condition used when evaluating Gaze-
TouchPass , as it represents a unimodal password consisting of touch
input only or gaze input only.

prototype uses a length of n=4 to allow comparing
GazeTouchPass to prior work. However, a deployed
version of the system would allow longer inputs and
would require a minimum length of inputs using
each modality to ensure higher security. The user
interface consists of a 10-digit keypad as shown in
Figure 1(a). Users log in by touching digits and mov-
ing their eyes to the left or right.

Examples of GazeTouchPass passwords are shown in
Table 1. Because GazeTouchPass passwords consist of
two types of input - gaze input and touch input -
they introduce a new feature to passwords which we
refer to as modality-switch-count that denote a change
from one input method to another. We expect that
the higher number of switches from gaze to touch
input or vice versa, the more difficult it will be to
observe it. Namely, we expect a password, such as ‘1-
left-2-right’ (3-switches), to be more secure than ‘1-2-
left-right’ (1-switch). The reason for this is that from
the perspective of an attacker, each modality-switch is
equivalent to a switch of the attacker’s focus between
the touchscreen and the eyes (see Figure 2 Camera C).

3.2. GazeTouchPIN

GazeTouchPIN differs from GazeTouchPass in a num-
ber of ways. While GazeTouchPass combines gaze and
touch into multimodal passwords (e.g. left-3-right-4),
GazeTouchPIN wuses classical 4-digit PINs that are
entered using gaze and touch input (e.g. 1234). In Gaze-
TouchPIN , users select the digit they wish to enter in
two steps: in Step (1), they select a pair of digits from
one of two layouts shown in Figures 1(b,c), before
Step (2) gaze left or right to indicate the desired digit.
For example, if a user is shown Layout B in Figure 1,
touches the pair (1, 2), and then gazes to the right,
then they have selected 2°. The choice of layout is deter-
mined randomly at every entry (e.g. four times for a 4-
digit PIN). The reason we opted for showing a random
layout is as follows: We expect this approach to be
resistant to typical shoulder surfing attacks; at every
entry of a 4-digits PIN, observing the touchscreen
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Figure 2. The figure shows the camera setup used for both usability studies. To prepare videos for the subsequent security studies, we
recorded users using three cameras. Camera A recorded the phone screen (phone-view) to observe the touch input. Camera B
recorded the participant’s face (eyes-view) to observe the eye movements. Camera C simultaneously recorded the screen and the
user’s eyes (side-view). The views from Camera A and B were used to evaluate the schemes’ resistance to iterative observation attacks,
whereas the view from Camera C was used to evaluate resistance to side observation attacks.

would result in a pair of digits. An attacker who
observes all touch inputs would still have to try 2" pos-
sibilities to determine the correct PIN combination
(where n denotes the number of digits in the PIN).
Moreover, if an attacker observes one modality input
after another (e.g. observing the eyes after observing
the touchscreen), the attacker would not know which
layout the user is responding to. There is only a 3
chance that the attacker observes matching touch and
gaze input. This makes the approach resistant to itera-
tive attacks. In contrast to GazeTouchPass , attackers
of GazeTouchPIN can predict which modality will be
used next; users of GazeTouchPIN perform a touch
input followed by a gaze gesture. Nevertheless, even
when observing from an optimal side view that shows
the user’s eyes and touchscreen clearly, attackers
would have to quickly switch focus between the eyes
and the screen. GazeTouchPIN uses 4-digit PINs, thus
maintaining the memorability and the password space
of classical PIN-based systems, which has been studied
extensively in prior work (von Zezschwitz, Dunphy,
and De Luca,2013).

At the same time, having only two layouts supports
learning effects and avoids any cognitive load caused
by selecting from a completely randomised arrangement
of digits.

3.3. Threat models

In this section we describe the threat models we evaluate
GazeTouchPass and GazeTouchPIN against. The secur-
ity evaluations are reported in Section 5.

The traditional threat model for shoulder-surfing
attacks where an attacker observes the user during
input would be trivial and of low effectiveness against
our proposed schemes. Thus, we cover three advanced

shoulder-surfing attacks. In each threat model, the
user is in a public space and the attacker(s) know how
the authentication schemes work. After observing the
password, the attacker(s) get hold of the device (e.g.
by stealing it or as the user leaves it unattended), and
try to log in using the observed password.

3.3.1. Threat model 1: side observation attacks

In this threat model, the user is observed from a view-
point that allows the user’s gaze input as well as touch
input to be eavesdropped (e.g. in a train). The distance
between the attacker and the user is close enough to see
the touchscreen, but far enough to reduce the effort of
switching focus back and forth between the user’s eyes
and the device’s touchscreen (see Camera C in Figure 2).

3.3.2. Threat model 2: iterative observation attacks

In this model, the attacker has the chance to observe the
user twice: (1) the attacker exclusively focuses on one
modality per observation - for example, first on the
input on the screen (Camera A in Figure 2) and (2)
on the users’ eyes (Camera B in Figure 2), or vice
versa. The challenge of this attack is to correctly observe
both sequences and to correctly combine them later.

3.3.3. Threat model 3: multiple observers attacks

In this threat model, two adversaries are simultaneously
observing the user. The pair decides upfront on an obser-
vation strategy. Each of the two has a chance to observe
part of the authentication process from an optimal angle
(see Figure 2). The attackers then discuss how their obser-
vations can be combined. This threat model is motivated
by previous work that showed that multiple people some-
times simultaneously shoulder surf user (Eiband et al.,
2017), and by real-world theft, pick-pocketing and bur-
glary situations, where there are often multiple adversaries.
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B Authentication time (ms)
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Time (ms) 3,071 2,997 3,345 3,144 3,139

Figure 3. Mean authentication times for passwords with different numbers of modality switches. Error bars represent the standard
deviation. Authentication times do not vary significantly among different number of modality switches. Overall mean authentication

time is 3.1 seconds (SD = 1.3).

4. Usability evaluations

We evaluated the usability of GazeTouchPass and Gaze-
TouchPIN in two separate user studies. Both user studies
used a within-subjects design. We detail the independent
variables of each study in the sections below.

4.1. Usability study 1: usability of GazeTouchPass

The aim of this study was to analyse the usability of
GazeTouchPass and to collect video recordings of gaze
and touch input for the subsequent security studies.
The study had one independent variable: modality-
switch-count , which had four conditions: 0-switches
(baseline), 1-switch, 2-switches, and 3-switches (see
Table 1). As this a repeated measures experiment, each
participant went through all conditions by performing
16 authentications (4 passwords x 4 conditions) using
randomly generated passwords. Recall that GazeTouch-
Pass passwords consist of digits ( 0-9) and gaze direc-
tions (left and right) as detailed in Section 3.1.

4.1.1. Usability study 1 participants

We recruited 13 participants (4 males and 9 females),
aged between 21 and 35 years (M = 25.23, SD = 3.8)
through mailing lists. All participants had normal or
corrected-to-normal vision. Five reported to use PINs
as authentication mechanism. Others used lock pat-
terns, graphical passwords, and TouchID. Participants
were compensated with an online shopping voucher.

4.1.2. Usability study 1 procedure

Upon arrival participants were asked to sit at a table in a
meeting room. The experimenter then explained the
study and asked the participant to sign a consent form.
Afterwards, the experimenter started the app on the

smartphone, described how it worked and handed it to
the participant. Each participant was then allowed to
perform four training runs, one per condition, to get
acquainted with the system. Those authentication
attempts were excluded from further analyses. At each
authentication attempt, the experimenter read out the
password to be entered according to a previously gener-
ated, randomised list. We logged all authentication
attempts and recorded the participants using three HD
video cameras (see Figure 2). Participants repeated
entry in case of an unsuccessful login. After entering
all 16 passwords, we then asked the participant to freely
define a GazeTouchPass password of their own choice.
We did not set any requirements for that password.
This step was done to evaluate memorability at a later
stage and to understand user choices of passwords. We
concluded the study with a semi-structured interview.

4.1.3. Usability study 1 results

Each participant entered 16 passwords, each four repre-
senting one condition, resulting in a total of
13 x 16 =208 GazeTouchPass password entries.
Three videos were recorded per password entry for
each camera view (624 videos). We evaluated the sys-
tem’s usability by operationalising efficiency as input
speed and effectiveness as error rates.

Input Speed. We measured the time taken to input
the passwords starting from the moment the user
touches the screen for the first time till the moment
the fourth entry is detected by the system. Figure 3
suggests that mean authentication times do not vary
greatly among different number of modality switches.
Overall mean authentication time is 3.1 seconds
(SD=1.3). For our analysis, we first excluded 3 out of
72 input time measurements as outliers (> u + 3x
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Figure 4. Number of attempts before a successful entry. Errors are less for passwords with 3-switches; consecutive gaze gestures can
be error prone, while 3-switches in an n =4 password can be only achieved by alternating gaze and touch input.

SD). No significant main effects were found for
modality-switch-count on authentication time (p > .05).

Error Rates. We also logged the number of failed
login attempts, which were false detection by the system.
Figure 4 shows that there were fewer errors in the case of
passwords with 3-switches. While providing multiple
consecutive gaze gestures can be error prone, having 3
switches in a 4-digit password can be achieved only by
alternating gaze gestures and digits.

Qualitative Feedback. After interaction, we gathered
qualitative feedback from the participants through a
short interview. Six out of 13 participants reported they
would use GazeTouchPass as a primary authentication
scheme. Nine reported that they would not use it for
daily unlocking, but rather for insecure situations (e.g. sur-
rounded by others) or to protect sensitive data, such as
online banking apps. One participant indicated that they
would be willing to use GazeTouchPass for a one-time
unlock (e.g.when switching the phone on). Four partici-
pants said they would not be willing to do anything
extra for higher security; two of them added that they do
not use any lock mechanism on their phones.

Memorability. We informed the participants that
they would be asked for the passwords they selected
for the memorability test in the future, without speci-
fying a date. We emailed the participants five days
after the study asking them for the passwords they
selected. Participants had up to three guesses to pro-
vide their password. Eleven out of 13 participants
remembered their passwords - 10 were correct on
the first guess, one was correct on the second guess,
and two could not correctly recall their password
after three guesses.

4.2. Usability study 2: usability of GazeTouchPIN

Similar to GazeTouchPass ’s usability evaluation, the
aim of this study is to evaluate the usability of Gaze-
TouchPIN and to collect realistic password entries for
the subsequent security study.

GazeTouchPIN uses 4-digit PINs, thus maintaining the
memorability and the password space of classical PIN-
based systems, which has been studied extensively in
prior work (von Zezschwitz, Dunphy, and De
Luca,2013). Thus, this usability study focuses only on
efficiency and effectiveness (i.e. input speed and error
rate). To understand the impact of using gaze and touch
to enter 4-digit PINs, and to distinguish the impact of
the randomised layout from that of gaze and touch
input, we compared GazeTouchPIN to two baselines. To
understand how GazeTouchPIN performs compared to
standard unimodal 4-digit PINs, and to differentiate the
impact of the random layout from the impact of input
using touch and gaze, we include one independent variable
(input method) with the following three conditions:

(1) The touch-only (Figure 1(a)) method uses the tra-
ditional PIN keypad (baseline). This served as a
baseline that uses touch input only.

The touch+random ( Figure 1(b,c)) method uses
touch to select the desired digit from one of two
randomly shuffling layouts. This will provide
insights about the shuffling idea and help dis-
tinguish the impact of the multimodal factor.
GazeTouchPIN ( Figure 1(b,c)) uses touch input to
select a pair of horizontally aligned PIN digits and

2

©)
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then a gaze gesture to the left/right to select the
desired PIN.

4.2.1. Usability study 2 participants

We recruited 12 participants (2 females, 10 males), aged
between 19 and 31 years (M = 24.8, SD = 3.6), through
mailing lists. Asked about whether they use authentica-
tion on their phones, participants reported using Tou-
chID, lock pattern and PINs. All participants had
normal or corrected-to-normal vision.

4.2.2. Usability study 2 procedure

We followed a procedure similar to the one used in the
usability study of GazeTouchPass . Participants were
allowed to perform three training runs, one with each
method, to get acquainted with the different methods.
Furthermore, in this usability study the experimenter
read out the input method to be used in addition to
the PIN at each authentication attempt according to a
previously generated randomised list. Participants
entered 6 pre-defined PINs using all three authentica-
tion methods, resulting in 6 PINs x 3 methods = 18
authentications in random order. We logged all authen-
tication attempts and showed the home screen after
every successful login. We recorded the participants
using three HD video cameras in a similar setup
(Figure 2). We concluded the study with a semi-struc-
tured interview.

4.2.3. Usability study 2 results

In total we recorded 54 videos per participant (6 pass-
words X 3 methods x 3 camera views). Apart from the
videos, we analysed the data with regard to input
speed and error rate.

Input Speed. Figure 5 summarises the time needed to
authenticate for each method. Prior to analysis, we
excluded 2 out of 216 input time measurements as out-
liers (> w+ 2.5x SD). A repeated measures ANOVA
showed significant effects for input method on input
speed (Fj.021,9.192 = 156.106, p < .001). Post-hoc ana-
lyses using Bonferroni correction revealed that there
was a significant difference (p < .001) in input speed
between touch-only input (M = 1677, SD = 120) and
GazeTouchPIN input (M = 10, 817, SD = 712). There
was also a significant difference (p < .001) between
touch+random input (M = 3210, SD = 124) and Gaze-
TouchPIN input (M = 10, 817, SD = 712). The third
pair (touch-only vs touch+random) was also signifi-
cantly different (p < .001).

Error Rates. The results show that the error rate of
three participants decreased using GazeTouchPIN
input as they entered more PINs. Figure 6 shows that
the more PINs participants enter using GazeTouchPIN
, the less errors occur, which suggests that there is a
learning effect. For example, 10 out of 12 participants
entered their fifth and sixth PIN correctly on their
first attempt. Participants 2 and 6 never failed, while
participants 1, 7 and 11 failed once each. Finally, partici-
pant 4 improved steadily from 4 failures at the first
GazeTouchPIN input to no failures when entering the
last PIN.

14,000
B Authentication time (ms)
12,000
10,000
8,000
6,000
4,000
2,000
T Touch-only Touch+random GazeTouchPIN
‘Time (ms) 1,677 3,210 10,817

Figure 5. GazeTouchPIN requires on average significantly more time compared to touch+random and touch-only . Participants per-
formed faster over time, with a mean input time decreasing from 10.8 at the first GazeTouchPIN entry to 9.5 seconds at the sixth entry.
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Figure 6. Number of attempts before a successful entry using GazeTouchPIN across all participants. Each participant entered 6 PINs
using GazeTouchPIN , the graph shows that users tend to enter their PIN correctly at the first attempt as they enter more PINs.

Qualitative Feedback. Participants noted that the
touch+random and GazeTouchPIN were more secure
than the regular touch-only method. Despite longer
login times, all participants agreed that with some train-
ing they would be able to enter PINs even faster. This
aligns with the quantitative data, which showed that
the mean input time of the participants’ first entry
using GazeTouchPIN is 10.8 seconds, which decreased
to 9.5 seconds at their sixth entry using GazeTouchPIN
. This is a decrease of 12%, which is promising especially
because the participants were using GazeTouchPIN for
the first time. Asked for application areas, participants
voiced that they find GazeTouchPIN particularly useful
in situations where they are more exposed, such as in
public transport. Also using the approach as a second
layer of authentication for particular cases (e.g.online
banking applications, or for opening messages from a
specific person) was mentioned as an application area.
Overall while one participant reported that he would
use GazeTouchPIN for frequent phone unlocking, 10
participants reported they would use it to protect sensi-
tive data or in situations where they feel observed. One
participant explicitly mentioned that he was not too
much concerned about the security of his phone (‘My
phone isn’t that important to me’). He stated to be too
impatient for permanently using GazeTouchPIN . How-
ever, he would like to use it at ATMs to achieve a higher
level of security.

The feedback received in this study matches the input
by participants of GazeTouchPass ’s security study,
suggesting that GazeTouchPIN is attractive for secur-
ity-aware users, while less concerned users would use
it in sensitive contexts only.

5. Security evaluations

We evaluated the security of GazeTouchPass and Gaze-
TouchPIN in terms of observation resistance in three
user studies. The first two studies focus on GazeTouch-
Pass and GazeTouchPIN respectively, and both studies
cover side observation attacks and iterative observation
attacks (i.e. threat models 1 and 2 described in Section
3.3). The third security study evaluates both Gaze-
TouchPass and GazeTouchPIN against multiple obser-
vers attacks (i.e.threat model 3 described in Section
3.3). Both user studies used a within-subjects design.
We detail the independent variables of each study in
the sections below.

5.1. Security study 1: security of GazeTouchPass

The aim of this study was to analyse the security of
GazeTouchPass in terms of observation resistance
against iterative observation attacks and side obser-
vation attacks (i.e. threat models 1 and 2 as described
in Section 3.3). To evaluate the security, we used the
recordings from the preceding usability study to create
consistent conditions. Because the recordings showed
the participants of the usability study, we obtained
their consent for using these videos and screenshots
from them for further investigations and publications.
The videos were played to the security participants on
a computer screen. The security study participants
were specifically instructed to try recovering digits and
eye moves from the video to mimic an attack. While
and after observing the videos, participants were asked
to take notes of the observed digits and eye movements.
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When performing iterative observation attacks against
GazeTouchPass , participants noted the pauses between
gaze gestures and then tried to fill the gaps with digits
observed through the phone-view . Following a
repeated-measures design, participants took the role of
an attacker and watched videos of users authenticating
using GazeTouchPass . There were two independent
variables: 1) modality-switch-count (0-switches, 1-
switch, 2-switches, 3-switches) and 2) threat model
(side observation attacks, iterative observation attacks).
This means participants observed successful authentica-
tion attempts using all four possible modality-switch-
count and observed from three angles to cover both
threat models (see Camera Views angles in Figure 2).
Each participant independently attacked eight pass-
words of each condition of n-switches — half of which
were side observation attacks (i.e. using the side-view
as shown in Figure 2 Camera View C), while the others
were iterative observation attacks (i.e. using the eyes-
view and the phone-view as shown in Figure 2 Camera
View A and B respectively). In iterative observation
attacks, the experimenter alternated the order of the
observed view. This results in a total of 32 attacked pass-
words. The order of videos was randomised per partici-
pant. To avoid learning effects, no participant attacked
the same password from different views.

5.1.1. Security study 1 participants

We recruited 13 participants (6 females, 7 males),
aged between 21 and 33 years (M =24.2,
SD = 3.4), through mailing lists. None of them had
participated in the usability study of GazeTouchPass
(Usability Study 1). Participants were compensated
with an online shopping voucher. In addition, all
participants took part in a draw for an additional
20 Euro voucher, where chances of winning increased
with the number of successfully attacked passwords.
This was done to motivate participants to put an
effort in their observation attacks.

5.1.2. Security study 1 procedure

The experimenter introduced the study procedure, the
task, and the reward mechanism. After explaining how
GazeTouchPass works, participants had the chance to
try and get acquainted with the app themselves. They
were then given draft papers and the experimenter
started playing the videos. They were given blank papers
to take notes during the observation attacks if they wish,
then the experimenter started playing the videos. Based
on their observations, participants provided up to three
guesses for each authentication attempt they observed.
Each participant was allowed to watch the video
sequences relevant to the current password once on a

24 " monitor. The study was concluded with a final
questionnaire and a short semi-structured interview.
In total, participants performed 13 x 32 = 416 attacks
with up to three guesses each.

5.1.3. Security study 1 results

In the following we report on the successful attacks
against GazeTouchPIN as well as on results of the ques-
tionnaire and semi-structured interviews.

Successful Attacks. For each attack, we calculated the
Levenshtein distance between the guesses and the correct
password. The use of Levenshtein distance to measure
closeness of observation attacks is the standard in pre-
vious work (Katsini et al., 2020; von Zezschwitz et al.,
2015). Only the guess closest to the correct password
was considered for further analysis. Moreover, we calcu-
lated the overall success rate in attacking passwords for
each number of modality switches and for each attack
type (iterative observation attack vs side observation
attack). An attack is considered successful if at least one
guess matched the correct password. Figure 7 summarises
the successful attack rate against passwords with different
modality-switch-count, observed through the side-view or
through the phone-view and the eyes-view.

A two-way repeated-measures ANOVA showed sig-
nificant main effects for modality-switch-count on attack
success (F3 36 = 3.86, p < .05) and for the view angle on
attack success (Fy,; = 51.05, p < .0001). There were no
interaction effects between modality-switch-count and
view angle (p > .05).

This suggests that distance between the guesses and the
correct password depends on the modality-switch-count.
Post-hoc analysis with Bonferroni correction show