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A B S T R A C T

Augmented Reality (AR) headsets extended with eye-tracking, a promising input tech-
nology for its natural and implicit nature, open a wide range of new interaction capa-
bilities for everyday use. In this paper we present ARtention, a design space for gaze
interaction specifically tailored for in-situ AR information interfaces. It highlights three
important dimensions to consider in the UI design of such gaze-enabled applications:
transitions from reality to the virtual interface, from single- to multi-layer content, and
from information consumption to selection tasks. Such transitional aspects bring previ-
ously isolated gaze interaction concepts together to form a unified AR space, enabling
more advanced application control seamlessly mediated by gaze. We describe these
factors in detail. To illustrate how the design space can be used, we present three proto-
type applications and report informal user feedback obtained from different scenarios:
a conversational UI, viewing a 3D visualization, and browsing items for shopping. We
conclude with design considerations derived from our development and evaluation of
the prototypes. We expect these to be valuable for researchers and designers investigat-
ing the use of gaze input in AR systems and applications.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

Augmented reality (AR) is a maturing technology poised to
become a popular personal device for everyday use [1]. AR en-
ables the projection of context-relevant information anchored
to the real world into our view, facilitating spatial tasks and in-
situ knowledge generation and understanding [2]. Recently, Lu
et al. introduced the Glanceable AR paradigm aimed at user
interfaces that can provide information at any time and place,
with interaction as effortless as a glance [3]. We investigate this
paradigm for temporary information interfaces in the world,
aimed to reside in the background of our attention so we can
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fully attend reality, but transition to the fore when relevant to
our interests [4, 5]. Within the reality-virtuality (RV) contin-
uum, this involves frequent moving between the real environ-
ment and virtual interfaces in AR [6].

One modality with promising potential to enable such transi-
tions, directly related to attentional processes, is our eye gaze.
Our eyes are always available, are easy to track, and implic-
itly tell what we are interested in; which fits to properties suit-
able for everyday AR usage. Research in this direction so far
has employed gaze as a technique to reveal AR information
[7, 8, 9], and to trigger object selection by dwell-time (with
respect to gaze-only interaction techniques) [10, 11]. However,
dwell-time has been originally developed for high-performance
screen selections, a very different nature to the open and poten-
tially information-rich AR environments. To complement prior
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art, we investigate combining interaction tasks of revealing,
traversing and/or selection of content. This yields a novel chal-
lenge, that is how to optimize dwell-time and gaze interaction
for a wider range of user intents in the context of AR.

In this paper we present ARtention, a design space for gaze-
input based interfaces for AR applications. This space covers
three dimensions critical for designers and researchers in this
space (see Figure 1). First, understanding the role of gaze as
a proxy for our engagement with real-world or AR content
– reality-virtuality (RV) continuum transitions – how can we
quickly access AR information, and how can we seamlessly re-
turn to the task-at-hand? Second, understanding the role of gaze
as a proxy for attention on specific AR information – informa-
tion level transitions – how can AR systems hint at available
information, and continuously unfold this in response to our
attention? And third, understanding how mechanisms such as
dwell-time can still coexist in this space to offer both informa-
tion level transitions and effective user interface (UI) selections
that explicitly alter the system state – task transitions.

To illustrate the three dimensions of this design space, we
have implemented and studied three prototype applications that
highlight different user needs in the context of AR. Each appli-
cation exemplifies how particular transitions can be supported,
and their evaluations allow initial insights regarding general us-
ability to be collected as well as suitable gaze-adaptive timings
for revealing and selecting AR information to be identified:

• Conversational UI: The first application illustrates a clas-
sical conversational interface where the person we are talk-
ing to is augmented with relevant information (e.g., name,
interests). In this context our focus is on the person we are
talking to, and transitions in and out of AR need to take
place quickly and effortlessly. Our prototype also explores
transitions between three AR information levels, in a study
where participants (N=12) have this conversational expe-
rience with two confederates.

• Tree of Life: The second application illustrates deeper in-
formation level transitions by proving us with a large 3D
visualization of evolutionary biology that carefully unfolds
in response to our attention to particular nodes. This was
studied again with 12 participants, and assessed from an
user experience point-of-view.

• Shopping: The final probe presents a supermarket-like
shopping interface that relies on gaze to provide AR infor-
mation on the items on display (e.g., cost, origin), but also
item selections for purchasing. The study of this probe in-
volved various dwell-time implementations, and we report
task completion times and error rates.

Contribution Statement: Our contribution is threefold: (1) a
design space that articulates the role of gaze in AR across three
factors – RV continuum, information level, and task transi-
tions; (2) the design and implementation of three gaze-based
AR prototype applications; and (3) the study and discussion
of these applications, illustrating how can designers and re-
searchers think of AR in the context of our design space.

2. Related Work

Our work draws directly from prior art on adaptive AR, gaze
interaction, and glanceable AR.

2.1. Adaptive AR

Designing for superimposed information on real environ-
ments involves information visualization and placement and has
long been a significant challenge in AR [12]. Environments can
have many different buildings, streets, and other objects, in ad-
dition to various UI elements – each potentially offering numer-
ous information. To avoid experiencing information overload,
systems can be designed to contain explicit and implicit means
to organize interfaces, each having various pros and cons [13].

Explicit input, e.g. through a pointing gesture [14], will pro-
vide us with the exact information we desire. However, in ev-
eryday settings it can become tedious to interact with many ob-
jects, and the need for an input device or hand gesture may not
be desired. On the other hand, an implicit method avoids man-
ual effort by designing for a more proactive behavior where
information is revealed based on proxemics [15] or context.
Context factors can include environmental knowledge (object
location/shape), or goals and rules to approximate relevance
[16, 17]. Various AR systems were developed to follow this
approach [18, 19, 20]. A limitation of the implicit method is
the approximated relevance, which need not necessarily be cor-
related with our real intent. An ideal interface is designed to
support both means to show approximated relevant information
yet provide manual means to interact with it, which we argue
is ideal to accomplish through gaze in consideration of various
design factors.

Others have addressed this problem by presenting a series
of strategies on how to adapt AR information based on our at-
tention and their surroundings [21]. While insightful, this work
focuses on the technical challenges of spatially rearranging AR
content in a 3D scene, models attention via user orientation, and
was studied and motivated by specific mobility scenarios. These
and other technical implementations (e.g., [22]) are critical to
the field, but our contribution rests on a deeper understanding
of user attention via gaze as a rich mechanism to not only adapt
AR content, but facilitate user transitions to and from AR in
everyday tasks that require interaction with both physical and
digital elements.

2.2. Gaze Interaction

In the HCI literature, the gaze modality is often considered
as an explicit input modality. Bolt’s Gaze-orchestrated dynamic
windows demonstrated how gaze can be leveraged for a better
organization of visual content [23], i.e. ”to help the observer
cope with the onslaught of events on the one hand, yet enable on
the other hand continued close contact with that ever changing
ensemble”. Gaze therefore has the potential to provide a dual
advantage for information-rich interfaces (as AR): it can avoid
information overload and provide information on demand.

Gaze as interaction technique has been explored in Jacob’s
seminal paper where we select UI elements by looking at them
[24]. One of the main challenges identified was the ’Midas
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Fig. 1. The ARtention design space in the context of the Reality-Virtuality (RV) continuum, illustrating the role of gaze across three dimensions: attending
to reality or to AR content (continuum transitions), consuming such content or performing UI selections (task transitions), or continuously unfolding more
content in response to user’s attention and interest (information level transitions).

touch’, i.e. the ambiguity to distinguish simple ’looking’ from
’selection’ via gaze. The dwell-time confirmation technique at-
tempts to addresses this, where selection is confirmed after a
specific viewing time. Similar approaches can be found in a
wide range of systems, including Vertegaal’s Attentive User In-
terfaces [5] or Quarfordt and Zhai’s use of gaze intensity to in-
fer interest during interaction with a tourist information appli-
cation [25]. In cases where dwell-time is not suitable (e.g., too
long wait time), a additional manual input can confirm gaze se-
lection, such as keyboard and mouse [24, 26, 27], touchscreen
[28, 29], or gesture [30]. This approach has been extended to
object selection in 3D environments by introducing gaze and
controller techniques [31, 11], a combination of gaze and free-
hand gestures for object manipulation [32] and gaze-enhanced
menu interfaces [33]. In this work, we focus on gaze-only as
a potentially implicit and effortless method. As the technology
moves to the mainstream, we believe it is crucial to gain a holis-
tic understanding of design factors in everyday AR. Along this
line, Hirzle et al. recently introduced a design space for gaze
interaction on head mounted devices, which includes AR [34].
Their work focuses on human depth perception and technical
issues, which we extend with a perspective on gaze interaction
tailored for everyday AR.

2.3. Gaze Interaction in AR
Research in immersive virtual environments exploited gaze

as context feature to adapt content in the user interface. Ajanki
et al. included features from objects, the environment, other
people, and gaze as interest metrics to make decisions on how
to organize virtual content in our field-of-view [7]. Esteves et
al. explored the interaction with AR interface for smart homes
and devices via gaze-based controls [35]. Park et al. used an ad-
vanced dwell-time approach based on gaze frequencies to trig-
ger AR content [36]. Kim et al. divided an AR object in three
areas that are each selectable with dwell-time [10]. McNamara
et al. built a prototype where object labels are placed according

to gaze information [9], as well as a VR system where infor-
mation is revealed when looking at the region around the target
[37, 38]. Finally, Esteves et al. provided a in-depth compari-
son of selections techniques for AR and VR, including various
gaze-based approaches [39]. These works show that use of gaze
to activate information is promising to provide a novel way to
interact with lightweight AR content. We take this activation
as a first step, and extend this with more advanced interaction
tasks through our design space.

Our work relates to Glanceable AR interfaces introduced
by Lu and Davari et al. [3, 8]. We share the focus on tempo-
rary accessible information, and how our visual attention can
reveal/conceal temporary information. However, we consider
world-fixed interfaces, which yields different challenges than
a personal UI. The main distinction is our focus on transitions.
We investigate the UI factors of primary/secondary focus, and
single-task/multi-task factors not separate, but potentially in
unison by designing for transitions. Finally, we expand our un-
derstanding of the occlusion techniques described by Davari et
al. [8] to address the spatial positioning and translucency of AR
information. These were studied in a task resembling our first
prototype application, where our task resides primarily in the
real world and AR content is to be consumed sparingly and at a
glance. We designed two other applications where our primary
task gradually takes place further from reality to explore this
interplay between occlusion and information access.

3. The ARtention Design Space

The ARtention design space involves three dimensions: RV
Continuum, Information Level, and Task transitions (see Figure
1). In the following we detail these dimensions, and how gaze
can be leveraged for not only interaction, but as a mechanism
to transition between these dimensions.
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Fig. 2. Depending on the application context, the UI considers the ratio
between reality and virtuality in response to background and foreground
attention. For example, in a real-world conversation the virtual annota-
tions will reside primarily in the background of the field of view; while in
an educational visualization, the interface will reside primarily at the fore.

3.1. RV Continuum Transitions

The RV continuum spans all possible compositions between
real and virtual objects [6]. Our attention describes whether we
are currently focusing on a real-world task, or on virtual con-
tent. Prior work focused on techniques that prioritize one or the
other [8], but the advantage of gaze interaction is that we can
easily transition between prioritizing what is real and what is
virtual. There can be applications where transitions occur more
frequently, and others where it is less common. Based on the
expected frequency of these transitions, and the ratio of time
spent in real or virtual, we can inform the design of a gaze-
based AR interface regarding how much it should remain in the
foreground or background of our attention. We describe two
contrasting scenarios as examples for this dimension.

3.1.1. Reality-prioritized
When the virtual UI should remain mostly in the background

of our attention, it should be designed subtly and with minimal
potential distraction. For example, we could be talking to an-
other person and occasionally access some information about a
particular topic of the conversation (Figure 2-left). Initially, the
UI should show indications that are so subtle that they do not re-
ally change the user’s perspective of its environment. However,
if looking precisely at them, they are easy to grasp and can even
become interactive. When the user’s gaze lands on such an indi-
cation, the corresponding content fully reveals itself and is easy
to interpret. In addition, if our gaze has left the interface, the
state of the interface can return to the previous indicative state
to minimize the potential for distraction.

3.1.2. Virtuality-prioritized
On the other hand, other types of content do not necessarily

have to fade away when we avert our gaze; on the contrary, it
might be important to keep history of what has been viewed so
we are aware of our process, and also can visually compare dif-
ferent information. Figure 2-right illustrates an example where
such a visualization is overlaying the real environment if neces-
sary for the virtual task. In other scenarios this AR content can
respond to not only gaze, but to the relation between the user’s
body and the world or task such as looking at a building or item
from a different perspective, or the manipulation of a physical
artifact (see Figure 4).

Fig. 3. Gaze interaction can be considered from two perspectives. Con-
sumption is about revealing and seeing lightweight information – the sys-
tem analyses gaze in the background, and can adapt the content. During
selections users decide to voluntarily select a target normally via dwell.

3.2. Information Level Transitions

This dimension refers to the information content available in
levels that users can traverse via gaze interaction. The dimen-
sion extends the concise vs. detailed factor of a single informa-
tion layer, to the possibility to browse multiple layers to pro-
vide users a way to gradually consume more information. The
UI design can depend on various trade-offs. This dimension is
similarly considered in [3]. Such a feature is, for instance, use-
ful for more open-ended and exploratory applications. In them,
information can gradually appear to match our increasing inter-
est and curiosity. We distinguish between a default single-layer,
and the multi-layer information approaches.

3.2.1. Single-Layer Information
This refers to content we can quickly glance at to get in-

formed about an element. Often it is the first point of a con-
tinuum transition to virtual interfaces. In the case we are not
interested, the interface needs to implement methods that avoid
clutter and are easy to ignore (e.g., a simple caption, iconic in-
formation). The first layer can also be an indicator, i.e., a visual
element demonstrating us that there is a virtual interface avail-
able – but again should not be distracting if we decide to ignore
it to focus on the real-world.

3.2.2. Multi-Layer Information
This refers to information where we can gain a deeper, more

detailed understanding of a topic or element, for which we also
spend more time and effort engaged with. It can start with a
single-layer and continuously unfold onto further layers. Inter-
faces can be designed to offer two ways to access multi-layered
information. First, directly providing a lot of information at
once, for example, if it is important to access an overview or
detailed information straight away. Second, via concise content
that can be provided over time so as to not overload or clut-
ter the real-world view, in parallel to allowing us to adapt to
a continuous progression of information. Such progression can
be adapted in response to our increased visual attention on the
unfolding element based on our dwell times.

3.2.3. Transition
To transition from initial information to gradually more de-

tail, the interface should take our visual attention into account
in the process of presenting multiple layers of information. This
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Fig. 4. Our three applications in the context of RV continuum transitions, highlighting the interplay of interactions taking place in reality and in AR. The
Conversational UI illustrates an application where the main task takes places in the real-world, and we rely on AR information sporadically and for short
amounts of time. The Tree of Life illustrates the opposite scenario, where we primarily attend to AR content and sporadically take action in the real-world
(e.g., re-positioning us in space for a different perspective on this content). Finally, the Shopping application illustrates a more leveled approach, where we
can spend as much time attending to the real-world (e.g., navigating the supermarket) as to AR information (e.g., browsing item information).

can be designed by temporal and spatial multiplexing of the UI
items in relation to gaze data. A temporal-only approach adapts
the content of an element after an estimated time of consump-
tion of the information provided to us. Thus, the new informa-
tion resides in the same spatial element, and can replace prior
information. To avoid replacement, the information can be pro-
vided spatially offset. To establish a sense of connection be-
tween information layers, the position of the new content win-
dow can be in the vicinity of the previous one; allowing us to
immediately understand and glance over to the next item.

3.3. Task Transitions

Gaze interfaces can be designed in consideration of two fun-
damental tasks in AR interaction: information consumption and
UI selections. Both tasks are illustrated in Figure 3. We describe
each, and the transitions between them.

3.3.1. Information Consumption
Here we call ”Information consumption” as all the cases

where one reads or engages with a picture in the contextual in-
formation displayed over an object in the AR interface. Many
use cases have been studied where such a task is common, e.g.,
in a library environment [40, 41, 42], at the computer desk [18],
or at a university campus [43]. A difference to a more formal se-
lection task, is that dwelling on an object is not consequential in
that it triggers an action. Rather, when the user looks at the UI,
it can expand to take more screen estate to convey more infor-
mation, but return to original state when the user stops looking.

Such a gaze-based revealing mechanism can be implemented
using various timings to improve the look & feel of the task. It
includes: (1) the wait times required to acknowledge our atten-
tion and reduce information overload and the flickering of ele-
ments when the eyes scan the UI; (2) the fade-in and fade-out
times that support a better transition between showing/hiding
elements and error recovery; and (3) stay time – the time an
element will remain visible after we looks away, supporting in-
formation retrieval and peripheral awareness.

Fig. 5. A diagram showing how our applications map to the two design di-
mensions (information level and task). All of the applications have slightly
different information consumption properties, but a particular unique case
is the Shopping example, as it supports both tasks in the same interface for
which we investigate the effect of different dwell timings. At the Informa-
tion layer level, all applications starts with a basic layer; with the Con-
versational UI investigating three layers that respond to user glances. The
Tree of Life demonstrates many layers and objects that gradually appear
based on what one has seen before, and provides an interesting take on a
storytelling-based visualization.

3.3.2. Selection
The most prominent selection method via gaze is the dwell-

time mechanism, i.e. gazing at an object over a specific amount
of time [24]. This is a different but important task to com-
mand the UI. As such, tasks are more consequential, changing
their internal states. Duration of dwell depends on a speed/error
trade-off. Timings for target selection can be considered from
prior art, such as from Park et al. [44]. The literature on dwell
times includes thresholds from 150 ms to 1500 ms [24, 45, 46,
47, 48, 49].

3.3.3. Transition
Both tasks can be intertwined when it is possible to estimate

the time to have looked ”enough” at some information to trig-
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ger a transition to another. This includes time to read and un-
derstand information on an element, and time to dwell-select an
item without triggering accidental responses. The UI can rely
on spatial mechanisms by positioning UI elements separate to
selection buttons. This can depend on the functionality needed
to cover the content. Simple descriptions of an object might not
need selection functionality, whereas a more advanced interface
can offer additional selection elements. For example, to share
the position and text shown to one of your contacts; or even
fully-fledged applications to provide users with detailed menus
and visualizations that one can interact with via explicit gaze
input.

4. Prototype Applications

We built three applications, illustrating how the ARtention
design space can be leveraged to conceptualize and design a
wide range of gaze-based AR experiences. Figure 4 illustrates
how the three applications can be thought of in the context of
RV continuum transitions; while Figure 5 provides an overview
of how these applications map to the other two design dimen-
sions (information level and task transitions). We describe the
design of these applications in the context of ARtention, and in-
formal evaluations that focus on the user experience and design
parameters relevant to our design space. A screenshot of each
application is provided: Conversational UI (Figure 6), Tree of
Life (Figure 8), and Shopping (Figure 9). All applications were
developed using a 1st generation Microsoft HoloLens (1268 ×
720 px per eye, 60 Hz, 30° horizontal and 17.5° vertical FoV)
with a binocular attachment from Pupil Labs to record eye data
(200 Hz, 9-point calibration, 4.5 ms latency). The software was
written in C# using the Unity Game Engine.

4.1. Application #1: Conversational UI

Continuum Transitions: this application illustrates an exam-
ple of an AR system for tasks taking place primarily in the real-
world (i.e., a conversation), where users rely on AR information
sporadically and for short amounts of time (Figure 6) [50].

Information Level and Task Transitions: the application af-
fords no time consuming UI selections (and thus no task tran-
sitions), and has solely three information levels. In the first, no
AR content is present when the user is not attending to the con-
versation partner (0% opacity). In the second, a small outline
of the AR information is shown when the user’s gaze is on the
person she/he is talking to (5% opacity), allowing them to un-
derstand the location of the relevant AR content, while remain-
ing minimally invasive if they choose to ignore it. In the third,
AR information is provided when gazed-upon (100% opacity)
– this includes the person’ name (top), current projects they are
working on (left), and their job description (right). The transi-
tion between these information levels is performed via smooth
fade in (0.5s) and fade out (0.8s) animations.

4.1.1. Evaluation
We evaluate users’ experience of revealing and consum-

ing virtual information during a real-world conversation. We
scripted a conversation of three people of which one was the

actual participant (wearing the AR HMD) and the two others
confederates. Since users sat in fixed locations, we displayed
the augmented information at absolute positions in the vicin-
ity of the confederates’ heads. The task was to imagine a first
day at university and getting to know new colleagues. The study
ended with a usability questionnaire and interviews where we
asked participants to reflect on the conversational experience.

12 participants (6F) aged between 21 and 30 years (M = 25,
SD = 2.99) took part in the study, mostly STEM students. Using
a 3-point Likert scale (higher is better), users were asked to rate
their experience with VR (M = 2.2, SD = 0.7), mobile AR (M =

2.2, SD = 0.7), head-mounted AR (M = 1.7, SD = 0.9), and eye-
tracking (M = 2.2, SD = 0.8). Three participants wore contact
lenses and two conducted the study without their glasses, with
slightly impaired vision. Figure 7 depicts the study setup.

4.1.2. Results
User Experience. Our observations, questionnaire and inter-

view reveal that participants welcomed the idea of having gaze-
revealing information during real-world conversations. We cat-
egorize our insights as follows: participants described the UI as
useful as it allows them to better remember information, espe-
cially when one has to remember names of people (P4, P8, P9)
and ”it was nice to see information about someone before they
themselves say it” (P8). To one participant this design seemed
to be useful only in specific applications such as when train-
ing or teaching, rather than during everyday conversations (P5).
Few participants felt that from a social perspective, it can be
overwhelming to see information in advance, especially given
they are unfamiliar with these types of interfaces. Participants
who shared similarities such as hobbies or same course of study
found the conversation became easier and more natural (N=7).

Scenarios. Most participants suggested this type of system
to be helpful for meeting new people (P2, P3, P4, P9) and well
suited for a job interview (P3, P6, P9, P11), as they could gather
information about the background of the interviewer and thus
be ”more confident and open in the interview” (P3). Additional
information would also be conceivable at events such as a con-
ference or meeting where many people come together, and use-
ful for people ”with poor memory or even with dementia” (P7).

Transitions. Overall we found that users preferred the gaze
based transition concept due to this being less distracting (P1,
P3, P7, P8, P11), in comparison to showing all AR information
constantly (one of the study conditions). The reasons for this in-
clude that information overload can occur during these types of
conversational scenarios, and a more selective approach using
gaze can mitigate the issue. Yet, several participants preferred
to see all AR information at all times. This was in part due to
technical limitations with our system which resulted in inaccu-
rate gaze tracking and erroneous system behavior. This addi-
tional gaze pointing effort made it ”harder to concentrate on the
conversation” (P1). One user stated that ”having to select a text
box by looking at it required more attention” (P10).

4.2. Application #2: Tree of Life
The Tree of Life is a large 3D visualization that supports in-

situ exploration of complex 3D visualizations which can bene-
fit from AR technology [51, 52, 53]. It is based on the concept
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Fig. 6. Conversational UI: gaze provides a mean to reveal information on demand, allowing us to focus on the person we are talking to (left), while quickly
revealing relevant AR information at a glance (middle). Having this content always-on could end up being distracting to us (right).

Fig. 7. The study setup for the Conversational UI application, where two
confederates talk to the participant wearing the AR device.

of a Tree of Life visualization that describes how life evolved
across species – a popular type of visualization seen in muse-
ums and art galleries [54, 55, 56]. The application includes one
root, 21 internal nodes, and 54 leaf nodes. The whole model
encompassed an area 2.5 m wide by 3.6 m high, and was dis-
played approx. 0.8 m below participants’ heads – allowing them
to walk around and comfortably explore any element of the tree.
These elements have a radius of 7 cm, and distances between el-
ements range from about 30 cm to 1 m. New elements unfolded
upwards, at 10 cm increments. Nodes were presented as colored
spheres and the leaves as 3D models of an animal species. Or-
ange and gray represented folded and unfolded nodes, respec-
tively. Visual feedback is provided by smoothly changing the
sphere size when gaze hits one of the internal nodes, whereby
the feedback for the leaf objects is a slow rotation animation.
Initially, all elements but the root are folded. Figure 8 shows an
example of the application in use, where a partially unfolded
tree is presented. The user is free to walk around the visualiza-
tion that is fixed to the middle of a room.

Continuum Transitions: the second prototype application
presents a contrasting example to the previous prototype, where
the user’s task now revolves primarily around digital content.
The only interaction taking place in relation to the real environ-
ment is users’ movement in space, crouching, or peeking behind
content for different perspectives on this (see Figure 4).

Information Level and Task Transitions: this application in-
cludes seven hierarchical levels of information. The transition
between information levels takes place when the user gazes at
an element of the tree for 1.3 seconds (defined after pilot tests
with three members of the research team). This allows the user
to perceive basic properties of the element (e.g., position, name)
before the system unfolds it. This timer does not reset imme-
diately when the user looks away, e.g., to briefly explore the
surrounding elements. Further, to be lenient in case of potential

gaze inaccuracy and make it easy to transition to the next infor-
mation level, we employ a flashlight technique that considers
any elements within a 10°cone of participants’ gaze [57]. No
selection tasks are supported, and thus no tasks transitions.

4.2.1. Evaluation
We conducted an informal evaluation to get insights into the

user experience and usability of the application with the same
12 participants of the previous application. The procedure in-
volved a short briefing about the application and filling out a de-
mographics and consent form. Users started the interaction after
the eye-tracker calibration. The goal was to find a path from the
origin of life to the humans (five information levels), but partici-
pants were informed they were free to explore other elements of
the tree as their performance was not being assessed. Each par-
ticipant interacted for approx. 10 minutes. We relied on think-
aloud and observational methods, and followed the task with a
brief usability questionnaire and interview.

4.2.2. Results
User Experience. Overall participants were positive about

the experience, as they found it ”very interesting” (P3, P7, P8,
P9, P11) and a ”pretty cool use case” (P5, P6, P12) – these
were not participants experiencing AR or eye-tracking for the
first time, thus we would not consider this a novelty effect (see
demographic information).

Scenarios. Considering the unfolding node approach, users
found this to be highly useful, as they enjoyed exploring how
the tree ”evolves” (P7, P9); and found it ”well suited for learn-
ing” (P6, P9, P11).

Transition. Supporting our goal of enabling implicit explo-
rations of complex 3D visualizations, participants reported that
the interaction was ”self explanatory” and ”intuitive” (P6, P10,
P12). One participant forgot the eyes were the main medium for
interaction (P10). A few participants suggested that the unfold-
ing activation times did not fit their preferences (P1, P4, P5,
P7), indicating that a unified parameter might not be ideal in
this use case. Others suggested more user feedback (e.g., dis-
playing a gaze cursor) and control – P3 and P5. This feedback
can potentially be explained by several participants’ concerns
with eye-tracking inaccuracies causing additional effort (espe-
cially while walking around the model).

4.2.3. Discussion
Our application was carefully designed to incorporate var-

ious information levels. The evaluation was encouraging, with
most users being positive about the implicit gaze based traversal
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Fig. 8. Tree of Life: gaze provides a way to implicitly navigate between various information levels of a complex 3D visualization of evolutionary biology.

Fig. 9. Shopping: gaze, particularly dwell-time, plays two crucial roles: it can modulate the amount of augmented information displayed in response to
users’ attention (e.g., show the item cost); and allow users to interact with the item being gazed at (e.g., to ”add to cart”).

of the various species; this despite the technical accuracy issues
that hampered the experience for a few users. Nonetheless, we
have observed that gaze is a promising and intuitive tool when
designing for gradual, continuous information transitions over
time; as opposed to otherwise explicit, more-effort based man-
ual triggers. We believe these preliminary findings to be of use
to others considering a wider range of visualizations.

4.3. Application #3: Shopping

Continuum Transitions: our last prototype application repre-
sents a more leveled scenario where the user’s task (i.e., shop-

ping) takes place as much in the real-world (e.g., navigating a
supermarket) as in the context of AR (e.g., checking item in-
formation, adding items to a shopping cart). This is representa-
tive of various AR scenarios where a visual-search task includes
both real and digital elements (e.g., city navigation). Visually,
the application presents various shopping items laid out in a
vertical 2D grid representing a supermarket shelf. These items
represent three classes of fruit (apples, pears, and grapes), and
are presented 14 cm away from each other.

Information Level and Transitions: in these scenarios gaze
can play two crucial roles (see Figure 9). First, it can modulate
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Dwell Time = 1s Dwell Time = 2s Dwell Time = 3s Dwell Time = 4s

Fig. 10. Questionnaire results for our third prototype application (Shopping). Answers are provided across four dwell implementations: 1, 2, 3 and 4s.

the amount of augmented information displayed in response to
users’ attention – information level transitions. Without this, the
visual clutter alone could make most of these AR experiences
unpleasant and ineffective. Second, it supports task transitions
by allowing users to interact with the point-of-interest being
gazed at via UI selections. The challenge with this approach
resides precisely in effectively supporting both types of transi-
tions. In the context of our application, the former supports a
single layer of information with the type, price, and country of
origin of the item being gazed-at, which fades-in after a 500 ms
dwell time. The latter supports ”add to cart” functionality after
an additional dwell time which we study below, represented as
a circular loading bar around the point-of-interest (see Figure
9). To minimize the effect of eye-tracking inaccuracies, these
dwell times do not reset when the user looks away, but instead
countdown towards zero. Finally, as with the previous applica-
tion, we use the flashlight technique [57] to aid gaze pointing.

4.3.1. Evaluation
While various dwell time studies exist, our focus is to better

understand how can dwell support both information level tran-
sitions and UI selections in a single context. As such, we tested
four dwell thresholds for our ”add to cart” functionality (1, 2,
3, and 4 seconds, counterbalanced using a Latin square). These
were selected based on informal pilot tests looking at the trade-
offs between the minimum time required to consume the item
information that faded-in after the first dwell time of 500 ms,
and false activations (i.e., wrongly adding an item to the shop-
ping cart). We recruited 12 participants (2F), aged between 21
and 41 years (M = 26, SD = 5.6). All participants had a tech-
nical background and, using a 3-point Likert scale (higher is
better), were asked to rate their experience with AR (M = 1.58,
SD = 0.67) and eye-tracking (M = 1.75, SD = 0.62). None of
the participants took part in the first study.

Participants were briefed about the system, completed the ap-
propriate demographic and consent forms, and calibrated the
eye-tracker. Participants were then instructed to select 12 items
per dwell condition, the information for which was displayed
after each selection (e.g., ”Select an Elstar apple”). Participants
started each dwell condition standing two meters away from
a physical wall, were they perceived the augmented shopping
interface. This allowed them to see the 12-item grid within
the HoloLens’ FoV without moving their heads. In this study
we collected both quantitative and qualitative results. The for-
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Fig. 11. Task completion time (a) and error rate (b) for the Shopping pro-
totype across dwell implementations (1, 2, 3, 4s). Errors Bars 95% CI.

mer included standard performance metrics such as completion
times and error rates. The latter included a 5-point Likert scale
usability questionnaire at the end of each condition. The ques-
tionnaire was inspired on the NASA TLX, particularly ques-
tions on comfort and performance, in addition to bespoke ques-
tions designed for the research questions at hand. At the end of
the study participants were interviewed and ranked the condi-
tions by preference.

4.3.2. Results
User Experience. Participants stated gaze-based interaction

to be easy and intuitive (P8, P6, P7, P8, P11), and ”a nice way
to display information about the object of interest only when
needed” (P12), even though several participants reported gaze
inaccuracies at times. Finally, participants preferred dwell times
of 1 and 2 s (5 and 6 votes, respectively). One participant pre-
ferred dwell times of 3 s.

Transition. We analyzed how users cope with transitioning
from consuming information to selecting an UI element, focus-
ing on which timing parameter is more usable. The quantitative
results can be seen in Figure 11. As expected, participants com-
pleted the tasks faster with a faster dwell-time. The error rate is
more indicative of how well users coped with this expand role
of dwell. We see that a typical dwell-time of 1 second is not
sufficient – leading to a substantial amount in errors at 9.72%.
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From 2 seconds onward, the error rate remains stable at about 1-
3 %, indicating a more usable parameter in this context. This is
supported via an ANOVA test with Greenhouse-Geiser correc-
tion, which showed a significant main effect of dwell-time on
completion time (F11,3=5.05, p = .007). As expected, pair-wise
comparisons with Bonferroni corrections showed that partici-
pants performed significantly faster in the 1 s condition com-
pared to 4 s (p = .02). Further, a significant main effect of the
error rates among dwell-times was found (F11,3=4.98, p = .021).
Pairwise comparisons revealed no statistically significant dif-
ferences between conditions.

The findings are supported by answers to the usability ques-
tionnaire (Figure 10). For the sake of brevity, only signifi-
cant differences are reported. A Friedman test revealed sta-
tistically significant differences for answers to questions: Q1,
χ2(3)=22.51, p<.001 – between 1 s and 3 s (p=.007) and 1 s
and 4 s (p<.001); and Q7, χ2(3)=10.43, p=.015, but no post-
hoc differences were found significant. Most users preferred
dwell times of 1 s (five votes) and 2 s (six votes). A Fried-
man test revealed a statistically significant difference for the
question ”The time until the target was selected felt too short
or too long”, χ2(3)=22.51, p<.001. Users found 1 s (M=3.58 ,
SD=0.79) statistically faster than 3 s (M=2, SD=0.74, p=.007)
and 4 s (M=1.58, SD=0.67, p<.001). For the question ”I was
able to accomplish the tasks quickly”, there was a significant
difference between the responses among the different times,
χ2(3)=10.43, p=0.015.

4.3.3. Discussion
Our evaluation showed that participants could easily cope

with the dual nature of dwell in the context of our application
– i.e., they were able to effectively browse the AR information
without a great number of accidental activations. We found that
a combination 0.5 (reveal) and 2s (selection) worked particu-
larly well, despite participants’ preference being evenly split be-
tween dwell selection times of 1 and 2s. We argue this is likely
due to the context of the study, where participants are trying to
quickly complete the simulated task that is handed to them. We
envision that further in-situ studies need to take place in order
to optimize these dwell parameters, and that other visual-search
task might require slightly different values.

5. Discussion

In this paper, we contribute a design space for gaze-based in-
teraction for everyday AR scenarios. It covers several roles of
gaze that have been previously, if at all, considered in separa-
tion: revealing and consuming information; traversing layers of
information; and interacting with virtual interfaces. A unique
aspect of our design space is that it unifies these dimensions in
a single generalized model of high descriptive power, as many
potential gaze-based AR interfaces can be articulated with this
model. Our point is not that we should build all AR interfaces
in such a way, but rather that these three dimensions and how
they can be combined, have not been fully explored. We follow
up with an exploration of prototype applications that show how
the design space fosters new use cases, and that allows to inves-
tigate new challenges of gaze interaction such as how different

dwell-based interaction tasks can be performed in unison. We
summarize our key findings for gaze AR UI design:

Exploit Attention for Background Interactions: The Conver-
sational UI probe demonstrates that even for use cases where
the virtual content resides mostly in the background, gaze pro-
vides a seamless, in-situ method to rapidly access virtual infor-
mation without detracting users from their main task. This was
exemplified in a task where participants conversed, and could
reveal, consume, and also conceal the interface at a glance,
without interruption of the conversation flow. This is important,
as it sheds light on novel use cases for AR not involving con-
stant augmentations of the real world, such as everyday AR.

Exploit Attention for Large-scale Visualization Traversal:
The Tree of Life prototype demonstrates that gaze facilitates the
exploration of large, complex 3D visualizations for AR. In par-
ticular, it allows us to direct our attention to particular ways and
paths within visualizations, by gradually providing more infor-
mation based on our attention; something that has been previ-
ously confined to manual interfaces where each activation of a
single node could potentially contribute to physical fatigue and
thus a poorer user experience – a point where gaze interaction
can become particularly advantageous.

Attention Defines Reality-Virtuality Transitions: Typically,
the choice of hardware tends to defines at what point in the
continuum an application is. However, when the hardware dis-
tinction between these head worn devices blurs, it may become
unclear how much reality or virtuality is really experienced
through our visual perception channel. In that context, it may
be more accurate to utilize our attention: how much do we look
at the real environment vs. at virtual content? Even within our
field-of-view, part of it might be an augmentation, but never
looked at. Understanding and measuring the impact of AR de-
vices that support transitions between the real and the virtual is
important to adapt applications toward such use.

Leveraging the ARtention Design Space: The goal of each
prototype application was to explore almost exclusively a single
dimension of the ARtention design space: the Conversational
UI focused primarily on real-world experiences with brief tran-
sitions to digital content of low granularity; the Tree of Life
focused on the opposite, a rich AR experience with high gran-
ularity content; and the Shopping prototype focused on tran-
sitions between information consumption and selection tasks.
With this in mind, the ARtention design space can now be used
to both describe current AR prototypes, and help the design pro-
cess of new types of AR experiences. These will likely describe
richer applications that have a broader engagement with all di-
mensions of the design space.

A classic AR example is the tourist that attempts to navi-
gate an unfamiliar environment. In this scenario, the user might
be following step-by-step AR instructions to its destination, but
suddenly attend to a recognizable landmark and make a small
detour. Here, the user’s engagement with real-world and digital
content (and transition between them) will vary greatly, depend-
ing on various factors such as schedule flexibility, recognition
of real-world markers, or recall of past visits. Likewise, this
type of AR application can also provide context-aware informa-
tion about the user’s surroundings such as relevant restaurants
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around lunchtime. The user can choose to ignore or read these
at a glance, engage with this content by unfolding further infor-
mation such as today’s specials (information level transitions),
or interact with these to issue a takeaway request (task transi-
tions). In sum, understanding how to holistically and seamlessly
support these various transitions in a single application will be
crucial for a positive user experience, and ARtention is a rich
space in which this understanding can be nurtured.

Attention is not (Only) Gaze: Our works focuses almost ex-
clusively on eye gaze as proxy for attention, and as a result
the mechanism in which continuum, information level, and task
transitions are enabled. That being said, the ARtention design
space can also be considered when other forms of attention
proxies are deployed, including the more available and afford-
able head pointing [58], or a sensor fusion approach combining
gaze and brain-computer interfaces [59]. Regarding the later,
end-user headsets aiming to infer attention or intent via sensor
fusion have been slowly growing in popularity, as exemplified
by the latest offerings from HP1, OpenBCI2, or Emteq3. While
several of our takeaways regarding dwell timing parameters and
UI feedback would need to be explored in the context of novel
input, the design space and its ideas on AR transitions are hard-
ware agnostic.

6. Limitations and Future Work

Our work comes with the following limitations that leave
room for future explorations. We provide an extensive design
space, however in no way we claim that it is complete. With ad-
vances in AR technology and its applications, the design space
can be extended and improved. Our application prototypes pro-
vide insights into scenarios with currently available hardware.
The dynamics of the HMD and the available eye-tracker led to
tracking issues, which hampered the user experience – in the
future, more robust systems need to expand on the studies to
further assess the validity of our results. However, most our
findings are high-level and useful as presented.

In addition, many of our spatial and temporal factors were
implemented based on pilot testing and iterative designs, how-
ever might not be necessarily representative of perfect settings
or easy to generalize to others. Other parameters may improve
user performance or acceptance, especially when extending to
other scenarios. At last, while we covered a range of scenarios,
there may be others that would have been an equally good fit.

7. Conclusion

Gaze-enhanced user interfaces can become a helpful addition
when AR displays are widely available. The classical eye based
interaction by the dwell-time approach provides many oppor-
tunities to be extended for the design of interaction techniques
when considering the wider range of scenarios that pervasive

1www8.hp.com/us/en/vr/reverb-g2-vr-headset-omnicept-edition.html
2galea.co
3www.emteqlabs.com

AR devices can bring forth. We explored three dwell time adap-
tations, that focus on how a user perceives and interacts with the
virtual content that is displayed to assist the user’s daily tasks:
when people transition from attending to the real environment
and to the virtual content, transition between concise and de-
tailed information levels, and between information consump-
tion and selection intent. We presented prototype applications
and first user studies, that point to novel use cases of gaze in-
teraction, and that were used to explore and further our under-
standing of the input parameters usable and also overall the user
experience of such an interface controlled completely hands-
free, only the user’s own directing of visual attention. The main
design dimensions are encapsulated in our ARtention design
space, which provides a first holistic synthesis of gaze input
modes in everyday AR cases. This is relevant as the two areas
of AR UI and gaze interaction come with their own challenges,
and combined can lead to a more advanced interface where ac-
tions happen at a glance; but their design can also present vari-
ous pitfalls. Underlying are many factors, from what scenarios
and interaction tasks are supported, to the depth of information
possible, up to detailed temporal and spatial characteristics of
assessing visual attention in the system. Our experiments with
three application not only verifies the particularities of these de-
sign factors, but also provides hands-on insights from user eval-
uations. Gaze has the potential to reveal information about the
world without overloading us, and to select control elements
without manual effort – both can be applied across many use
cases with carefully considering the design factors presented,
pointing to more seamless and implicit interaction capabilities
for AR environments.
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