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Abstract
In this study, we empirically evaluate the effectiveness of
soft moderation interventions on X—warning labels, warn-
ing bundles (labels combined with community notes), and
warning covers—in reducing perceived accuracy and sharing
intentions of inauthentic political content across two contexts:
(1) the 2024 U.S. presidential election, and (2) a non-election
setting. Using a sample of n1 = 925 X users during the elec-
tion campaign, we find that both the warning bundle and the
warning cover significantly reduce the perceived accuracy of
manipulated content related to each presidential candidate. A
follow-up evaluation with n2 = 649 X users after the election
confirms these findings, reinforcing the role of such interven-
tions as interaction frictions that effectively lower perceived
accuracy of inauthentic content concerning both politically
affiliated individuals and global conflict topics. Thematic anal-
ysis of participants’ explanations suggests that warning labels
and covers – especially those incorporating third-party fact-
checks – are viewed as less trustworthy than the community
notes included in the warning bundles. Across both contexts,
no intervention significantly impacted participants’ willing-
ness to share the content, mainly due to concerns that sharing
inauthentic material could harm self-presentation on X.

1 Introduction

The openness and anonymity of social media have led to sev-
eral unintended consequences, including the proliferation of
inauthentic accounts, behaviors, and, more recently, content.
Inauthentic accounts (trolls, sockpuppets, and bots) regularly
disrupt platforms by posting offensive material, spreading
misinformation, or manufacturing the illusion of widespread
discontent on polarizing issues. Often orchestrated by central-
ized entities, these accounts operate as coordinated botnets
that engage in inauthentic behavior aimed at advancing divi-
sive narratives, undermining civic and democratic institutions,
and conducting information operations. This has been notably
documented in foreign interference campaigns targeting the
2016 [52] and 2020 [19] U.S. presidential elections.

Platforms, in response, are forced to “remove” (hard mod-
erate) inauthentic accounts, “reduce” visibility of problematic
behavior, or “inform” (soft moderate) users about why con-
tent is problematic. Launching a disinformation campaign
became a non-trivial task, and efforts, evidence shows, shifted
towards proliferation of inauthentic or synthetically created,
altered, or otherwise digitally manipulated photos, videos, or
audio [62]. Inauthentic political content was seen as the main
threat to the 2024 US elections [8] and was closely monitored
for causing disruption, as memes and fake news did in the
2014 cycle [51]. Inauthentic content is a continuous threat that
may result in widespread confusion on public or contentious
issues – so platforms keep a close eye on it [45, 64].

X, in particular, implemented a structured response to de-
tect, correct, and contain inauthentic content appearing on
the platform [64]. As illustrated in Figure 3, a range of soft
moderation interventions was deployed to inform users about
problematic posts, including warning labels (Figure 3a), com-
munity notes (Figure 3b), and warning covers (Figures 3c, 3d,
and 3e). From the perspective of user interaction effort [25],
these interventions introduce increasing levels of friction:
from low (warning labels), to medium (warning labels com-
bined with community notes), to high (covers incorporating
independently fact-checked information). At the lowest level,
users encounter a simple warning message with no need for ac-
tion; at the medium level, an extended community-contributed
context about the post’s authenticity is added; and at the high-
est level, they must actively click to reveal the content or
consult fact-checks from two independent sources [11]. This
graduated approach enables platforms like X to moderate con-
tent based on the severity of inauthenticity, while balancing
for not too much obtrusiveness and user interruption.

As users objected to X’s moderation both in the context of
US elections [47] and in general [46], it is worth studying the
aforementioned interventions applied to inauthentic content
in both contexts. In the past, warning labels (low friction) did
not achieve the intended correction and containment [34], but
the community notes (medium friction) [13] and covers (high
friction) did [27]. To the best of our knowledge, there is no



evidence yet of how effective the soft moderation approach is
in decreasing the perceived accuracy and curbing the sharing
intentions of inauthentic content, and with that influence their
civic engagement or voting intentions.

To address this gap, we evaluated the effectiveness of soft
moderation interventions both in the lead-up to the 2024 U.S.
presidential election and in a non-election context. For the
election setting, we selected two posts containing inauthen-
tic content: (1) a photo of Kamala Harris [40], and (2) a
video of Donald Trump [39]. Given that content characteris-
tics influence perceived trustworthiness [60], and recognizing
that inauthentic content is also moderated on X outside of
electoral periods, we sought to include a diverse range of
content types to mitigate potential bias from a single medium
or event. Accordingly, for the non-election context, we se-
lected six posts featuring inauthentic content: (1) an audio
clip of JD Vance [48]; (2) a photo of Donald Trump [42];
(3) a photo of Tim Walz [41]; (4) a video of a staffer speak-
ing on behalf of Kamala Harris [61]; (5) a video related to
the Russo-Ukrainian conflict [22]; and (6) a photo from the
Israeli-Palestinian conflict [23]. In both contexts, we investi-
gated the following research questions:

• RQ1: How do soft moderation interventions in increas-
ing order of friction – (i) a warning label; (ii) a warning
label followed by a community note (bundle); and (iii) a
warning cover – affect the perceived accuracy of an X
post containing inauthentic political content, compared
to a non-moderated version of the same X post?

• RQ2: How do soft moderation interventions in increas-
ing order of friction – (i) a warning label; (ii) a warning
label followed by a community note (bundle); and (iii)
a warning cover – affect the sharing intentions of an X
post containing inauthentic political content, compared
to a non-moderated version of the same X post?

• RQ3: Controlling for the users’ intention to vote, how
do soft moderation interventions affect the (a) perceived
accuracy; and (b) sharing intentions of an X post con-
taining inauthentic political content, compared to a non-
moderated version of the same X post?

• RQ4: Controlling for the users’ demographics, how do
soft moderation interventions affect the (a) perceived
accuracy; and (b) sharing intentions of an X post con-
taining inauthentic political content, compared to a non-
moderated version of the same X post?

• RQ5: What is the nature of meaning-making around the
(a)perceived accuracy and (b)sharing intentions on X
posts containing inauthentic political content (some of
which contain soft moderation interventions)?

Using a sample of n1 = 925 participants, we found statis-
tically significant evidence that the medium (warning bun-

dle) or high level (warning covers including third-party fact-
checked information) of frictions decreased the perceived
accuracy of both the inauthentic photo and video compared
to a condition where no soft moderation was applied on an X
post during the US Election 2024. The follow-up evaluation
outside of any election context (n2 = 649) confirmed these
results for all types of inauthentic content we tested (RQ1).
Regardless of the election context, in both evaluations, none
of the soft moderation interventions, however, had an effect on
our participants’ sharing intentions relative to any of the eight
(two plus six) inauthentic content types we tested (RQ2).

As inauthentic content on social media, in the context of
elections, attempts to influence voting outcomes [52], we con-
trolled for the participants’ voting intentions in both the US
Elections 2024 and in general. We found that the friction-
countering effect on the perception of accuracy does not
depend on the intention to vote in both contexts. The soft
moderation frictions had no effect on the sharing intentions,
regardless of the voting intentions in both contexts (RQ3).
We found that those participants who frequently share content
on X were more likely to perceive the inauthentic content as
accurate and share it, in both the US Election 2024 context
and outside of it. In both contexts, participants living in the ru-
ral areas or suburbs were less inclined to share the inauthentic
content compared to the urban living participants (RQ4).

Bringing the qualitative component of the participants’ jus-
tifications of their accuracy/sharing decisions in conversation
with the results above, in both contexts, we found that partic-
ipants trusted the low and high friction (warning labels and
warning covers that contain third-party fact checked informa-
tion) less compared to the medium frictions (warning labels
bundled with the community notes, which include debunking
information provided by other X users). Sharing, in both the
US Election 2024 and outside of it, was seen as not worthy
of an endeavor as it might potentially hurt the participants’
reputable persona they maintain on X (RQ5).
The contributions of this work are threefold:

1. We introduce a mixed-methods methodology for quan-
titatively and qualitatively evaluating the effects of soft
moderation interventions on users’ perceptions of ac-
curacy and intentions to share real-world inauthentic
political multimedia content on social media.

2. We provide an operational framework for assessing how
inauthentic political content influences users’ voting in-
tentions—a core aim of information operations and disin-
formation campaigns—and offer empirical evidence that
medium- and high-friction soft moderation interventions
can effectively counter this influence.

3. We present evidence that community notes are the most
trusted mechanism for debunking inauthentic political
content on social media, both in election contexts and
beyond, aligning with moderation strategies based on
crowdsourcing adopted by, e.g., X and Meta [44, 59].



2 Background and Related Work

2.1 Social Media Content Moderation

Content moderation on social media is a process encompass-
ing (1) definition of problematic content (terms of use, com-
munity guidelines) and moderation policies; (2) detection of
content candidates for moderation (automatic, third-party/user
input); and (3) enforcement of moderation policies (interven-
tions per post, per account, per topic). While it is expected
that content moderation might differ from platform to plat-
form (assuming the platforms are willing to engage with it1),
research shows that the content moderation yields platform-
independent effects relative to the reception of such an in-
tervention among social media users. Social media users do
object to the opaqueness of the moderation policies, voice
skepticism about unfair policy enforcement, and resist moder-
ation interventions on the platforms [16].

Problematic content, with a high probability to cause in-
dividual and/or societal harm, pertains to hate speech, offen-
sive language, bullying and harassment, m/disinformation,
spam/phishing, violence, graphic content, sexual abuse, self-
harm, or intellectual property violation. Platforms, thus, main-
tain policies to monitor for such candidate content usu-
ally through automatic means, though for topics such as
m/disinformation, platforms receive input from third parties
(e.g., fact-checkers) [33] or user communities [12]. Upon de-
termination that content is problematic and in violation of
the community guidelines/terms of use, platforms enforce
the moderation policies – following the “remove, reduce,
inform” approach – through either hard moderation (e.g.,
content removal, account suspension, reduced visibility, and
down-ranking) [29] or soft moderation (e.g., provision of in-
formation cues such as contextual or interstitial content covers,
warnings, labels, or tags) [27]. Platform moderation efforts
are also influenced by legal requirements, for instance, the
European Union’s Digital Services Act, which requires large
social media companies to put systems in place to control the
spread of misinformation [21].

The user reception of algorithmic moderation decisions has
been far from positive. The main objections to hard moder-
ation come from experiences of unfair and unjust silencing,
inability for self-recovery and obtaining community support,
shadowbanning, disproportionate targeting of users from mi-
nority groups, and cumbersome appeal process. The main
objections about soft moderation come from experiences of
alternative narrative silencing, inability for self-expression
and exercising the right for free speech, selective application,
and the disproportionate targeting of political out-groups. The
application of soft moderation interventions on social media
also saw a dismissal of corrections (sustained or increased
belief in falsehoods) and problematic content amplification

1Alt-platforms dismiss content moderation altogether under the “market-
place of ideas” model of free expression on social media.

(engagement with and increased sharing, retweeting, liking,
or commenting of falsehoods) [16].

Misinformation not only tries to circumvent moderation,
but might result in non-conformity and resistance to cor-
rection/containment among the user population. The disci-
plinary action of hard moderation and especially the correc-
tive/containment action of soft moderation resulted in con-
tinued influence effect (using inaccurate information in rea-
soning after a credible correction has been presented), ide-
ological backfiring effect (increasing belief based on pre-
existing views due to information repetition within a correc-
tion). While the non-conforming response to hard moderation
merely shifts the misinformation on platforms without any
moderation (allowing illusory truth effect or increasing belief
due to information repetition in the absence of correction),
resistance to misinformation correction and containment re-
mains an open soft moderation issue [16].

2.2 Moderating Misinformation

The resistance to misinformation correction and containment
is caused by the platforms balancing between moderation
and engagement as not to push users away. Correction-wise,
platforms experimented with content covers that obscured
the problematic misinformation content and required users
to click through to see it. Evidence showed that these con-
tent covers worked [53], though they fell out of favor as too
interruptive. Platforms moved to more of an unobtrusive ap-
proach with interstitial warning tags and labels [34] that do
not interrupt the user interacting with the content or compel
any action but offer information from third-party sources for
topics often subject to misinformation [43, 57, 58, 66].

Platforms blended these warnings with the interface and
used evidence from correcting misinformation offline, that
is, linking to expert sources and correcting quickly and early.
Platforms also avoided generalized interventions (e.g., “Dis-
puted” tags) and instead organized them by per topic (e.g.,
“Get the facts about COVID-19” labels) or source associated
with a topic (e.g., “Russia state-affiliated media” tags for con-
tent related to the Russo-Ukrainian conflict [1]). The lack of
context in the warning text was a deliberate design choice
to avoid ostracizing as the public correction might be experi-
enced as embarrassing or confrontational. As platforms had
to carry and attract as many users as possible, the minimal
design of the soft moderation interventions also balanced for
users’ prior values, preferences, and beliefs, as well as their
media literacy skills.

Despite all of this effort, platforms did not anticipate how
the users would behave when the soft moderation interven-
tions were applied to highly politicized or politically con-
tentious topics. Though interstitial warnings were found to
work for politically concordant content [38], they failed to
reduce the perceived accuracy and intention to share content
among the politically discordant user base [53]. An analysis



of the engagement with the labeled Trump’s election tweets
from 2020, for example, shows that the soft moderation in-
tervention did not decrease the sharing of the labeled false
content [47] among politically concordant users. In addition,
the application of the misinformation warning labels on main-
stream platforms was seen as a deliberate attempt to silence
right-leaning or other unpopular opinions in favor of a per-
ceived left-leaning platform’s ideology.

To avoid the impression of a punitive and politically-biased
moderator, platforms such as X shifted the moderation re-
sponsibility to users instead, creating the so-called community
notes [59]. The community notes retained the interstitial for-
mat of the platform-provided misinformation warnings and
tags, though the context and correction were left to be deter-
mined by the (non-expert) users themselves. The moderation
then became a crowdsourced fact-checking as it involved
users with both left-leaning and right-leaning political world-
views who selected falsehoods, crafted the debunking infor-
mation, and assigned the community notes themselves. The
whole concept is consensus-dependent, so the community
must first reach an agreement for a given content – which they
choose based on a broader policy targeting falsehoods to be
addressed and contextualized to the other users [59].

Initially, the shift to user-provisioned content moderation
appeared successful, with many users demonstrating a re-
duced perception of the accuracy of the labeled content. [12].
But, later analyses found that this approach might be too slow
to decrease the perceived accuracy and sharing intentions of
misinformation content in the early (and most viral) stage of
diffusion [7]. Another problem that beset the community notes
was that the non-expert users often struggle to separate their
political or ideological biases when evaluating claims, leading
to disputes and biased fact-checks [2]. The dependence on
consensus was shown to be selectively applied, usually to
surface-level misinformation, leaving nuanced topics unad-
dressed for correction and containment. Though limited as
such, evidence shows that the community notes are promising
way of addressing the resistance to correction and contain
misinformation on social media, as they allow for a more
verbose context and explanation to be included in the warning
labels substantiating misinformation content [13].

2.3 Moderating Inauthentic Content

Most misinformation content that was the subject of soft mod-
eration resistance to correction and containment, was assumed
to be created by deliberate, authentic methods. Usually, the
misinformation content in question is textual or memetic in
nature, and the soft moderation interventions have a limited
effect towards decreasing the perceived accuracy and the shar-
ing intention of the content [46]. But social media saw a surge
in synthetically created, altered, or otherwise digitally manip-
ulated content that also needed to be corrected and contained
as it constitutes (1) misinformation by design (e.g., a deep-

Figure 1: A “Manipulated Media” warning on Twitter [30]

fake); and (2) might be misleading nonetheless by including
elements of authentic content (e.g., out-of-context speech or
video, superimposed imagery, PhotoShop alternations) [63].

Platforms started to add warnings about “Manipulated me-
dia,” as shown in Figure 1 for X (then Twitter), though so
far, the evidence about their effect to decrease the percep-
tion of accuracy and dissuade users from sharing is limited
(platforms also recognize and label “AI-generated” content
so one could distinguish between a partial or full fabrication).
Early experiments show that warnings do help, though only
marginally, as the majority of users (80%) were unable to spot
an inauthentic video [37]. Sort of a truth-tainting effect was
noticed when interstitial warnings were applied to political
deepfake videos in that social media users believed that any
substantiated video was fake, even if the video was real [55].
Unlike the ambiguous wording of the standard misinforma-
tion interventions, the interstitial warnings about synthetically
generated and manipulated content were found to be compre-
hensible and well-received among social media users [18].

While these warnings have received at least some attention
towards helping users discriminate between authentic and
synthetic, altered, or manipulated content, there is no work
done on the effectiveness of these warnings relative to their
main goal: decrease the perceived accuracy of the content
and dissuade users from sharing it. Absent from the current
knowledge of whether soft moderation would comprehen-
sively work for inauthentic content is evaluation with one
found on platforms, as the one used in the aforementioned
experiments was created by the researchers instead. Though
the correction and containment were applied by platforms in
the basic form as early as 2020 [30], there is no evidence of
how they fare in the community note variant nor when covers
obscure the inauthentic content, a soft moderation variant that
recently found its way back on social media [6].

While the initial approach of soft moderating synthetic or
manipulated media opted for a general text and unobtrusive
warnings (e.g., “AI-generated,” ”Synthetic Media” [6] or the
one shown in Figure 1), platforms felt that they need all hands



on deck, given that it becomes increasingly impossible for
people to spot any synthetic content, be that audio, image,
text, or video [10]. Therefore, platforms expanded the intersti-
tial warning labels with reference to fact-check information
(Figure 3a), bundled and assigned the basic warning labels
with the community notes underneath altered content (Figure
3b), and added back the verbose covers for both images and
videos (Figure 3c and 3d). Seeing the soft moderation from
the perspective of a counter-misinformation friction2 it ap-
pears that platforms departed from the conventional approach
of minimal obtrusivness in the otherwise uninterrupted plat-
form engagement. It remains to be seen whether the shift from
a contextualized exposure for correction/containment (back)
to a preventive avoidance might work. Therefore, we set out to
explore the effectiveness of counter-misinformation frictions
applied to inauthentic political content, in both election and
non-election context.

3 Methodology

3.1 Recruitment and Study Protocol
Before initiating our recruitment and sampling, we obtained
approval from the ethical review board to conduct surveys
(Appendix A). We sought X (Twitter) users, aged 18 and
above, from the US. The participants were recruited through
Prolific to take a 5-minute (on average; maximum of 30 min-
utes) survey through Qualtrics for compensation of $12/hour
(average $1, maximum $6; total of $1888 overall).

For the US Election 2024 setting (two evaluated posts),
we conducted a power analysis aimed at detecting even a
small effect size of d = 0.25, which indicated a requirement
of approximately 116 participants per group (8 groups total).
Data collection continued up to the final day of campaigning
before Election Day (November 4th, 2024), yielding 1168 sur-
vey responses. After excluding responses that failed attention
checks or were deemed low quality (e.g., response times under
5 seconds), our final sample comprised n1 = 925 participants.
For the non-election setting (six evaluated posts), we revised
the power analysis based on the observed effect sizes from the
US Election 2024 study and aimed to detect at least a medium
effect size of d = 0.40. We recruited 28 participants per group
across 24 groups. Following the same cleaning procedure, the
resulting sample was n2 = 649 participants.

In both evaluations, after the consent, participants were ran-
domly assigned to one of the 8 or 24 groups. Each participant
was exposed to an interactive X post – either a photo, video,
or audio – selected from a third-party fact-checked database
of posts containing inauthentic media [22, 23, 39–42, 48, 61].
Participants had the option to click the links for more infor-

2Counter-misinformation intervention is friction that is designed to miti-
gate the risk of incorrect belief or further misinformation spread by lowering
the perceived accuracy and lowering the sharing intention without affecting
the overall episodic user experience on a social media platform [11].

mation (e.g., “Find Out More” in Figure 3a, see the link to the
authentic content in Figure 3b, or “See Why” and “See Post”
in Figure 3c, 3d, and 3e) as our goal was to emulate as realis-
tic interaction as possible with the each of the study stimuli.
Participants were then asked what is their perceived accuracy
of the post (RQ1) and what are their sharing intentions if this
post was seen in their natural X feed (RQ2). For each ques-
tion, participants were also asked to provide an open-ended
answer about how they determined the content accuracy and
the reasoning behind the indicated sharing intentions (RQ5).

For RQ3, we specifically controlled for participants’ inten-
tion to vote, as prior work on soft moderation (cf.Section 2)
indicates users’ political ideology influences how they engage
with misinformation on social media. However, we chose
to use voting intention as our variable rather than political
ideology for two key reasons. First, the deliberate spread
of misinformation on social media is often aimed at influ-
encing voter behavior, as demonstrated in the previous two
U.S. presidential election cycles [15]. Second, we sought to
avoid potential misinterpretation of our findings under the
politically charged claim that misinformation research dispro-
portionately targets conservative viewpoints. Unlike political
ideology, which tends to be stable over time, voting intention
is subject to change between election cycles [28].

For RQ4, we additionally controlled for the participants’
demographics or the following items: age, as it is a factor in
sharing intentions of misinformation [26]. Equally, there is no
concrete information on how the perception of accuracy and
the sharing intentions of inauthentic content differ based on
the geographic area where the participants reside, except that
states or counties during the 2016 US elections where people
engaged more with misinformation tended to vote for Donald
Trump [20]. As engagement with misinformation on social
media factors in the susceptibility and sharing propensity, we
also collected the participants’ engagement on X.

Participants were allowed to skip any question, request sup-
port during the survey, or abandon the survey at any point
without penalty. Given that the posts presented to partici-
pants contained misleading claims and that the eight con-
trol groups (two election-related and six non-election-related)
were shown content without any form of debunking or soft
moderation, we provided an extensive debriefing at the end
of each survey (Appendix D). This was important, especially
considering that engagement with the soft moderation inter-
ventions in the other conditions could not be guaranteed. To
support transparency, we provided participants with access
to the authentic versions of the manipulated or altered con-
tent used in the study [22, 23, 39, 40, 42, 48, 61]. After the
debriefing, participants had the option to request removal of
their data before exiting the survey. Since the survey was
conducted anonymously, data removal could not be processed
after participants had left. We ensured participants had suffi-
cient time to make this decision and issued completion codes
regardless of whether they reviewed the debriefing content.



3.2 Study Stimuli
For all of our study stimuli, we used the AFP and Reuters
databases of fact-checking 910 reports to select real-world
content that has been tagged as synthetic, doctored, altered, or
manipulated content and pertains to: (1) each of the candidates
in the run-up of the US Elections 2024; and (2) right-leaning
individuals, left-leaning individuals, or ongoing conflicts –
topics with an inherent political connotation. In each of the
eight (two plus six) cases, we first checked to see how each
of the platforms applied soft moderation to the inauthentic
media. Instagram, TikTok, and Facebook have not applied any
warning labels, notes, or covers about the inauthentic photo
or video in question. The only platform that did so was X.

The content in question is initially assigned the warning
label with the “Manipulated Media” text and the warning favi-
con (Figures F.1, F.2, F.3, F.4, F.5, F.6, F.7, F.8), offering a link
to find out more about the inauthenticity of the media included
in the post3). Later, the non-expert users added community
notes explaining the alteration in the media as “added context
by the readers” that X urges users to consider while accessing
the post. Usually, the context is a link to the unaltered or the
original media.

A cover variant of soft moderation interventions was also
added for the posts. The button “See why” opens a dialog
window linking two independent fact-checked reports from
AFP and Reuters with a brief description of the alteration for
each of the media In each of the interventions that had links,
participants were able to click on them. The participants in
the warning label group were able to find out more about the
inauthentic media policy at X; the ones in the group with both
the warning label and the community note had the ability to
also check the authentic content, and the ones in the cover
were able to click the “See why” button and access both the
fact-checked links.

3.2.1 US Election 2024 Settings

The inauthentic photo and video used in the US Election 2024
context are shown in Figure F.1 [40] and Figure F.2 [39]
(Appendix F). For Kamala Harris, we selected a photo, as
a disinformation campaign during that period attempted to
falsely associate her with Sean ’Diddy’ Combs, who was
facing criminal allegations. For Donald Trump, we used a
video that falsely claimed he had staged an assassination
attempt in order to generate political support.

3.2.2 Non-Election Settings

The inauthentic content selected for the non-election con-
text included two posts targeting right-leaning figures: Vice
President JD Vance (Figure F.3) and President Donald Trump
(Figure F.4). The first was chosen to introduce media diversity,

3https://help.x.com/en/rules-and-policies/authenticity

featuring an audio deepfake instead of a photo or video. The
second served as an alternative modality to the video of Trump
used in the US Election 2024 setting. We also included two
posts targeting left-leaning individuals: one featuring Vice
Presidential candidate Tim Walz (Figure F.5), and another
depicting a staffer speaking on behalf of Kamala Harris (Fig-
ure F.6). The Walz post mirrors the role targeted in the JD
Vance case, while the Harris staffer video complements the
photo tested in the election context. We also included two
posts tied to politically charged global conflicts: one manipu-
lating a video about casualties in the Russo-Ukrainian conflict
(Figure F.7), and another using a doctored photo of an alleged
Israeli attack in the Israel-Palestinian conflict (Figure F.8).

3.2.3 Order of Friction

From a user interaction perspective [25], the design of the
warning labels enabled a low level of friction in that it (1) al-
lows the user to get exposed to the inauthentic content; and (2)
it only warns the user that the content is manipulated, offering
only general description on what that means on the “Find out
more” link. The community notes, paired with warning labels,
offer a medium level friction as they also allow for users to
see the inauthentic content, but now users have the option to
see the authentic part too as part of the moderation design
that aims to mitigate the risk of poor accuracy perception or
further misinformation spread. The covers, on the other hand,
offer a high level of friction as they (1) prevent the user expo-
sure to the inauthentic content itself, (2) the user is informed
that independent fact-checkers agreed that the content is inau-
thentic (a credibility marker); (3) the user needs to explicitly
choose to press “See Post” to see the content; and (4) the
user has the option to press the “See Why” button to see the
fact-checked information and access the authentic content.

The order of low, medium, and high further aligns with the
concept of counter-misinformation (or general usable security-
enhancing) frictions [11]. The momentary negative effect in
the case of the warning label is the shortest one, while the user
needs a bit more time to see and perhaps even read/access the
community note to ensure that the content is inauthentic. In
the case of the cover, the user might not even see the inauthen-
tic content at all and proceed with scrolling down their feed,
and even if they do, they have to actively press a button (in
case they want to see why, this will take the longest as they
have the option to verify both independent fact-checkers).

3.3 Risks and Ethical Considerations

Studying misinformation with political connotations requires
careful ethical judgment, risks assessment, and appropriate
protections. In addition to the IRB approval, we developed our
ethical decisions and protection protocols through extensive
deliberation on our study’s goals, guided by known computer
security research dilemmas [9, 56] (see our Ethical Deliber-



ation). We proceeded with the study involving the exposure
to the manipulated social media content (that we sourced di-
rectly from X as it appeared in its natural form, but we took
the precaution to blur the posters’ avatars and X handles),
though only under strictly controlled conditions.

We implemented protocols to balance between obtaining
results that would benefit the social media user base, on one
side, and respecting the participants’ self-agency and dignity,
on the other. As part of the consent process, we informed
participants that the study aimed to evaluate the use of soft
moderation on content posted to X. To avoid biasing responses,
we did not explicitly state our focus on inauthentic content.
However, this was clarified during the debriefing, where we
established that the soft moderation examined pertained to
digitally altered, manipulated, or synthetically generated me-
dia—commonly referred to as deepfakes, cheapfakes, or fake
media [36]. We emphasized that participation was both anony-
mous and voluntary, and assistance is available any point dur-
ing or after the study. Participants were also encouraged to
consult the research team regarding any inauthentic content
they encountered on social media, regardless of whether it
was accompanied by a warning.

As part of the content selection process, we followed the
fair user policy and focused on content that has already
reached large audiences in the context of X (and possibly
other platforms). We deliberately avoided exposure to con-
tent that might create excessive distress, offend, or potentially
cause triggering effects as a result of the claims involved. As
part of the debriefing, we communicated the potential dif-
ficulties and/or risks that might arise from the exposure to
inauthentic content, even though the media we selected – at
the time of the study – were independently demonstrated to
be a misinformative content, in addition to warning labels,
community notes, and sources participants had the opportu-
nity to see during the survey. We stated that our study is not
undertaken from any (geo)political or electoral perspective,
even though it involves politically related content.

We debriefed participants that we do not act on behalf of
or receive funding from X, other platforms, any political cam-
paign, or party. We pointed out that we are impartial to any
variant of moderation (soft and hard) and that we do not have a
preference relative to how inauthentic content is handled from
a moderation perspective in general. We also indicated that
there is a possibility that, after the publication of the results
of the study, one could misuse or misinterpret them in the
broader context of social media participation. As such, an oc-
currence is out of our control; we notified the participants that
we could not prevent it, but we are open to discussing how to
mitigate potential adverse effects in coordination with X, in-
terested platforms, or involved stakeholders. Here, we stressed
that our role as misinformation researchers is to substantiate
evidence in a proactive public conversation about moderating
inauthentic content, a benefit that spans beyond the narrow,
US-centric use for political or campaigning purposes.

3.4 Data Collection and Analysis

As our dependent variables were measured on a 10-point scale
with only the extremes being labeled (see Appendix A), it is
reasonable to assume that they represent equally spaced judg-
ments. A meta-study shows that all response modes (scale
items) robustly measure the accuracy and sharing construct
when it comes to misinformation [49]. We avoided a smaller
scale (e.g., categorical or 4/5-points) as we wanted to cap-
ture the granularity in decisions, factoring for the effect of
the level of friction on the accuracy perceptions and sharing
intentions (or the absence of it). Also, smaller scales might
be misconstrued as an attention checks. The 10-point scale
was also preferred as it didn’t have a neutral value.

We thus treated them as interval measurements and used
linear models. We ran linear regression models with displayed
friction as an independent variable, and perceived accuracy
as the dependent variable (RQ1), and friction as indepen-
dent variable, and sharing intention as the dependent vari-
able (RQ2). We used the R package "lmtest" to check the
model assumptions through visual inspection. For RQ1 and
RQ2, the assumptions of linear regression (linearity, inde-
pendence, homoscedasticity, and lack of multicollinearity)
were met. The residuals were not normally distributed, but
violations of the assumption of normally distributed residu-
als have not been found to bias results with larger sample
sizes (defined as, for instance, N > 40 total [3] at least 10
observations per variable [50]). For RQ3 and RQ4, as we
controlled for the participants’ intention to vote and demo-
graphics, we conducted a robust linear regression to account
for heteroscedasticity. Throughout the analysis, we used the
customary p-value threshold of 0.05.

As collected open answers about how participants deter-
mined the content accuracy and reasoned about sharing it
(RQ5), we followed the steps of the practical guide for doing
thematic analysis outlined in [4]. The decision to do thematic
analysis was part of the research design process, where we,
collectively as a research team, recognized that the evalua-
tion of soft moderation would be incomplete if we did not
inquire and bring the evidence of the nature of contemporary
meaning-making of these interventions in the context of inau-
thentic content. We felt that the degree of arbitrariness and the
anonymous survey, in addition, allowed us to collect quality,
insightful, and relevant information from participants that, in
turn, offered sufficient information power for our analysis (as
a sample sizing approach, instead of achieving saturation [5]).

Each of the research members situated themselves both
as insiders (in the sense that we encounter inauthentic con-
tent that is subject to soft moderation on X) and outsiders
(in the sense that we have examined misinformation, inau-
thentic content, and moderation of social media). We all felt
quite comfortable disengaging in our responses to inauthen-
tic content and soft moderation to push the responses to our
questions about perceived accuracy and sharing intentions



into the analytical foreground, and interrogating them. In the
familiarization phase of our analysis [4, p. 42], we immersed
and critically engaged with the data. This helped us to ap-
proach the coding and develop both semantic and latent codes
in relation to the data (Appendix C). Two researchers from the
team engaged in a mostly inductive coding process (though
drawing on evidence-driven knowledge for deduction where
needed) through multiple rounds for the purpose of collabo-
ratively gaining richer or more nuanced insights (instead of
reaching an agreement about every code) [4, p. 55].

We then shifted our focus from codes to themes in order
to develop the patterns or meaning across our dataset and
cluster the codes around central organizing concepts about in-
authentic content. We first generated initial themes [4, p.78],
then, working through a thematic mapping, we developed
and reviewed the resultant themes [4, p.97]. The continu-
ous analytical refinement enables us to define and name the
themes [4, p.108]. Lastly, we wrote our results around the
themes, selecting data extracts to evidence our claims and
allow one to independently judge the fit between the data and
our understanding and interpretation of them [4, p.133].

4 Results

4.1 Sample Composition

925 participants were included in the first evaluation dataset,
as shown in Table 1. We were particularly interested in how
the inauthentic content might affect the intention to vote from
a disinformation perspective, so we balanced the sample ac-
cording to the reported voting intentions. Each of the 8 con-
ditions we tested was shown to 116 participants on average
(Min1 = 109, Max1 = 123). 649 participants were included
in the follow-up evaluation dataset as shown in Table 1. Us-
ing the results of the first evaluation and the adjusted effect
size, we replicated the same methodology from above, with
the assumption that the intention to vote is for future elec-
tions (as the Elections 2024 have passed), so we retained the
sample balancing according to the reported voting intentions.
Each of the 24 conditions we tested was shown to 27 partici-
pants on average (Min2 = 23, Ma2 = 30). Overall, both the
perceived accuracy and shared intentions were right-skewed,
thus tending toward more negative values for both.

4.2 RQ1: Perceived Accuracy

The results of our linear regression analysis for the soft mod-
eration interventions’ effect, both in the context of the US
Elections 2024 and in a non-election context, on the perceived
accuracy are shown in Table 2. In both cases, we found that
the warning covers as high friction (including the option to
read fact-checked information) and the community notes bun-
dled with warning labels as a medium level friction had a

Category US Election 2024 Non-Election
Count (%) Count (%)

Intention To Vote
Democratic Party 329 35.57 197 30.35
Republican Party 277 29.95 191 29.43
I don’t plan to vote 119 11.57 53 8.17
Other party / Independent 107 12.86 127 19.57
Undecided 93 10.05 127 19.57

Gender
Female 430 46.49 331 51.00
Male 478 51.68 307 47.30
Non-Cis 17 1.84 11 1.69

Area of Residence
Large City 227 24.54 209 32.2
Suburbs 360 38.92 268 41.29
Small city/town 195 21.08 92 14.18
Rural area 143 15.46 80 12.33

Voted Before
Yes 679 73.41 59 9.09
No 227 24.54 583 89.83
Rather Not Say 19 2.05 7 1.08

Category M (σ) Median M (σ) Median

Age 38.31
(11.92) 37 40.31

(13.43) 38.00

X Engagement

Spent Time 3.66
(2.75) 3 4.67

(3.03) 5.00

Sharing Posts 2.27
(2.06) 1 3.24

(2.58) 2.00

Table 1: Demographics

statistically significant negative effect on the perceived ac-
curacy (p < .001). In the US Elections 2024 context, the
overall effect, capturing the contribution of the soft modera-
tion interventions into making the decision about the accuracy
perception, was d = .43. The particular effect for the warning
bundle was −0.8 and for the warning over was −1.2. For the
non-elections, the overall effect was d = .17, with −1.06 ef-
fect for the warning bundle and −1.10 for the warning cover.
We did not find a statistically significant effect of the warning
label (low-level friction) on the perceived accuracy of any
of the eight (two plus six) posts. These results show that the
soft moderation interventions decrease the perceived accuracy
when applied with medium or high levels of friction variants.

Key Finding 1: Warning labels bundled with community
notes or warning covers effectively decrease the perceived
accuracy of an inauthentic content on X, both during the
US Election 2024 and outside of the election context. The
medium and high frictions work regardless of the subject
of the inauthentic content.

4.3 RQ2: Sharing Intentions

The results of our linear regression analysis for the effect
of the soft moderation interventions, both in the US Elec-



US Election 2024 Settings
Displayed Friction (Warning) Perceived Accuracy

Label (F.1, F.2) 0.106(0.243)
Bundle (F.1, F.2) −1.058∗∗∗(0.246)
Cover (F.1, F.2) −1.104∗∗∗(0.244)

Constant 4.044∗∗∗(0.174)
Observations 925

R2 0.045
Adjusted R2 0.042

Non Election Settings
Displayed Friction (Warning) Perceived Accuracy
Label (F.3, F.4, F.5 F.6, F.7, F.8) -0.441(0.275)

Bundle (F.3, F.4, F.5, F.6, F.7, F.8) −0.843∗∗∗ (0.274)
Cover (F.3, F.4, F.6, F.6, F.7, F.8) −1.245∗∗∗ (0.275)

Constant 4.560∗∗∗ (0.192)
Observations 649

R2 0.034
Adjusted R2 0.029

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2: Soft Moderation Effect on Perceived Accuracy

tions 2024 and in the non-election context, on the sharing
intentions are shown in Table 3. None of the soft moderation
interventions had a statistically significant effect on the shar-
ing intentions. That is, the level of friction has no containment
effect, regardless of context or inauthentic content type.

Key Finding 2: Soft moderation interventions did not
have a statistically significant effect on sharing intentions
of inauthentic content on X, regardless of election context.

4.4 RQ3: Intention to Vote
The results of the robust linear regression investigating the
soft moderation effect on the perceived accuracy, control-
ling for users’ intention to vote in the US Elections 2024,
are shown in Table E.1 and in general in Table E.2. For both
contexts, we included an interaction term for the frictions and
the intention to vote to check whether the soft moderation’s
effect varied depending on the voting intentions. The interac-
tion term was not statistically significant, for any level of soft
moderation intervention friction.

Key Finding 3: Warning labels bundled with community
notes or warning covers effectively decrease the perceived
accuracy of inauthentic content on X, regardless of voting
intentions, both during the US Election 2024 and outside
of the election context.

The inauthentic post depicting candidate Harris was per-
ceived as more accurate than the post with candidate Trump,
with a medium effect (p < 0.01, d = .65). The inauthentic
posts depicting left-leaning individuals were perceived as
more accurate than the posts depicting right-leaning individu-
als or conflict-related topics with a medium effect (p < 0.01,

US Election 2024 Settings
Displayed friction Sharing Intentions

Label (F.1, F.2) 0.144(0.213)
Bundle (F.1, F.2) −0.161(0.217)
Cover (F.1, F.2) −0.405∗(0.215)

Constant 2.302∗∗∗(0.153)
Observations 925

R2 0.008
Adjusted R2 0.005

Non-Election Settings
Displayed friction Sharing Intentions

Label (F.3, F.4, F.5 F.6, F.7, F.8) −0.512∗ (0.282)
Bundle (F.3, F.3, F.4, F.6, F.7, F.8) -0.084(0.281)
Cover (F.3, F.4, F.6, F.6, F.7, F.8) -0.421(0.282)

Constant 2.893∗∗∗ (0.197)
Observations 649

R2 0.007
Adjusted R2 0.003

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 3: Soft Moderation Effect on Sharing Intentions

d = .56). In the US Elections 2024 context, participants with
voting intentions Republican, Other/Independent, or did not
plan to vote reported higher perceived accuracy compared to
participants intending to vote Democrat or were undecided
(p < 0.05, d = .65). In the non-election context, participants
with voting intentions Other/Independent or were undecided
reported higher perceived accuracy compared to those with
intention to vote Democrat (p < 0.05, d = .56).

Key Finding 4: Inauthentic content targeting left-leaning
individuals on X is perceived as more accurate, regardless
of election context, and regardless of the intention to vote.

Key Finding 5: Those undecided or those intending to
vote Democrat reported lower perceived accuracy of in-
authentic content compared to the other voting intentions
during the US Election 2024. In the non-election context,
participants with voting intentions Other/Independent or
were undecided reported higher perceived accuracy com-
pared to those with intention to vote Democrat.

The results of the robust linear regression investigating the
soft moderation effect on the sharing intentions, controlling
for users’ intention to vote in the forthcoming US Elections
2024, are shown in Table E.1. The corresponding results for
the non-election context are given in Table E.2. We included
an interaction term for the frictions as a variable and the
intention to vote variable to check whether the soft modera-
tion intervention varied across the voting intentions. None of
the frictions had a statistically significant effect on sharing
intention in either of the contexts or the content selected.



Key Finding 6: Soft moderation interventions had no
effect on sharing intentions of inauthentic content on X,
regardless of one’s voting intentions, both during the US
Election 2024 and outside of the election context.

4.5 RQ4: Demographics

We conducted a robust linear regression model with perceived
accuracy as a dependent variable, controlling for demographic
effects, in the context of the US Elections 2024, as shown
in Table E.1. The corresponding results for the non-election
context as shown in Table E.2. In both contexts, participants
who shared content on X more frequently had a higher per-
ceived accuracy score for all of the posts we evaluated with a
medium effect (p < 0.001, d ≥ .63).

Key Finding 7: Frequent content sharing on X was as-
sociated with a higher perceived accuracy of inauthentic
content, both during the US Election 2024 and outside of
the election context.

Participants who had voted in previous elections perceived
both the US Elections 2024 content as less accurate than
participants who had never voted before for a US president
(p < 0.01, d = 0.63). Older participants showed a higher
perceived accuracy score for all of the six posts we evaluated
outside of the US Election 2024 context (p < 0.05, d = 0.69).

Key Finding 8: Participants who had voted in previous
US election cycles showed lower perceived accuracy of in-
authentic content compared to participants who had never
voted before for a US president, during the US Election
2024; Older participants also showed higher perceived
accuracy, outside of the election context.

We conducted a robust linear regression model with the
sharing intentions as a dependent variable, controlling for
demographic effects. The results are presented in Table E.1
and Table E.2. None of the soft moderation interventions had
a statistically significant effect on the sharing intentions of
either of the eight (two plus six) posts we tested.

Key Finding 9: We did not find a statistically significant
effect of the soft moderation interventions on sharing in-
tentions when controlling for demographic variables.

In the US Election 2024 context, participants living in
suburbs near a large city reported lower sharing intention
(p< 0.01, d = 0.63) compared to participants living in a large
city. In the non-election context, participants living in rural
areas reported lower sharing intention (p < 0.01, d = 0.69)
compared to participants living in a large city. Participants
who shared content on X more frequently reported higher
sharing intention in both contexts (p < 0.01, d ≥ 0.63).

Key Finding 10: Participants living in a large US city
showed higher sharing intentions of inauthentic content,
regardless of the election context.

Key Finding 11: Frequent content sharing on X was as-
sociated with a higher sharing intention of inauthentic
content, both during the US Election 2024 and outside of
the election context.

4.6 RQ5-a: Perception of Accuracy Formation
Research shows that users have no more than a guessing ad-

vantage in forming the accuracy perception of whether content
is authentic or synthetically generated/manipulated [10]. If the
content quality alone is insufficient, then one would reason-
ably attempt to look for external inputs – usually surrounding
its presentation – in making a meaningful accuracy percep-
tion. This approach emerged as a broader pattern of meaning-
making in both of our US Elections 2024 and non-election
datasets, or what we named reliance on situated trustworthi-
ness. Relative to this overarching theme, we developed two
themes with their own central organizing concepts [4, p.113]:

(1) X as an authenticity arbitrator – focuses on not
whether the content is authentic, but whether one could
rely on X’s authoritative credibility to moderate inau-
thentic political content in the first place, including the
structuring and application of the community notes;

(2) Content association cues of authenticity – focuses on
the intrinsic influence of the broader association with
a given content, to accurately depict its accuracy when
encountered on X.

The US Election 2024 participants did not forget the distur-
bance that the X’s (then Twitter’s) soft (and hard) moderation
caused during the 2020 US elections [47]. The objections
against the labeling then-president Donald Trump, banning
the New York Post article about Hunter Biden’s laptop (son of
Joseph Biden, then-democratic presidential candidate for US
Elections 2024), and deplatforming prominent far-right voices
(e.g., Ben Garrison, Marjorie Taylor Greene) lingered in the
memory of the users who did not intend to vote Democrat.
Here, P1435 (Republican; warning cover video: F.2 and F.2)
and P1262 (Undecided; warning label photo: F.1) recalled
these incidents as a reason “not to trust any of the X’s labels
since their reputation for moderation is really bad”.

Participants not intending to vote Democrat reasoned
that fact-checkers are humans and could fall for inauthen-
tic content. Participant P1402 (Republican; warning cover
video: F.2 and F.2) expressed they “don’t necessarily trust X’s
‘fact checkers’ because a lot of what they are fact-checking
can be considered opinion or they themselves cannot tell if
something is accurate or has been altered”. P1718 (Other
Party/Independent; warning cover photo F.1 and F.1) noted:



They “haven’t done much research regarding ‘independent
fact checkers’ so before trusting them [they] would need to
determine where their intentions lie.”

The mistrust in fact-checkers was also present in the follow-
up evaluation. Participant P2634 (Other Party/Independent;
audio warning cover F.3 and F.3) expressed: “I believe that
[the content] is edited, but the organizations who are ‘fact-
checking’ lean right typically and even use language which
suggests that they have a certain bias (e.g., ‘phony’)”. Partic-
ipant P2316 (Republican; photo warning cover F.5 and F.5)
said: “Tim Walz is a freak so I would not put anything pass
him and I do not rely on biased fact checkers; I will search for
my own truth.” And participant P2232 (I don’t plan to vote;
video warning cover F.7 and F.7) pointed they “don’t trust
most information off of X so even with the independent fact
checker I am still not sure what to believe”

There was consensus among the US Election 2024 partici-
pants, regardless of their voting intentions, that the community
notes could be trusted to help determine the authenticity of
content on X as a user, rather than a third-party-based, authen-
ticity double-check. P1141 (Democrat; photo warning bun-
dle F.1) noted that they “tend to trust X’s community notes as
they go by community agreement and therefore it’s harder for
the system to be outright biased.” P1720 (Republican; video
warning bundle F.2) and P1163 (Other Party/Independent;
video warning bundle F.2) also surmised that “if a post has
had context added through community notes, which are gener-
ally somewhat reliable, it most probably contains manipulated
content.” Participant P1704 (Republican, photo warning bun-
dle F.1) praised the community notes as “they helped [them]
take the post with a grain of salt.”

The bundle of a warning label and the community note
(medium friction) also emerged as a “solid and reliable infor-
mation” in the follow-up evaluation too, as P2296 (Republi-
can; warning bundle, no warning F.3) put it. Regardless of the
follow-up participants’ voting intentions or political identity,
it is the application of the “community notes [that helps with
noting the content’s inauthenticity]” because P2465 (Other
Party/Independent; audio warning bundle F.3) felt one “could
not be sure to trust much X these days” to do a proper mod-
eration. The “third-party” fact-checks worked because with
the community notes, these are “multiple-party” fact-checks”,
according to P2107 (Democrat; video warning bundle F.6).

Interestingly, the candidates in our US Election 2024 stim-
uli emerged as an input of trustworthiness of the content itself,
often in tension with the applied soft moderation. Participants
like P1132 (Republican; warning label photo F.1) thought the
photo was authentic, unaffected by the warning label, stating
that “this photo is just another proof that Kamala Harris lacks
judgment and has no integrity; she knew exactly who she was
standing next to in this photo and people need to know the
truth.” For participant P1265 (Republican; warning bundle
photo F.1) the content was authentic, again despite both the
label and the community note, “because people need to know

that Kamala has ties to Diddy, who’s a criminal.” Participant
P1762 (Republican; warning cover photo F.1 and F.1) con-
ceded to the high friction soft moderation, but nonetheless
commented that “It’s inaccurate, yes, but Kamala is crooked
enough, pics do not need to be altered to show that.”

Similarly for Donald Trump, P1223 (Democrat; warning
bundle video F.2) ignored both the label and the community
note, stating that they “wouldn’t believe it even with the fact
check on the bottom, he might be crazy and he has commit-
ted fraud”. For P1221 (Other Party/Independent; warning
label F.2), the perceived accuracy was determined by the ma-
nipulation of an already inauthentic event: “leave it to Trump
to do something stupid like fake an assassination attempt, and
you’ll get the truth.” Participant P1632 (Democrat; warning
bundle video F.2 and F.2) agreed with the community notes
that the video was mirrored, but nonetheless stated that “the
mirroring doesn’t in and of itself makes the content inaccurate,
Trump would do anything to rile up his voter base; faking the
assassination is totally plausible”

Participants in the follow-up evaluation responded in a
similar manner. Participant P2308 (Other Party/Independent;
no warning F.3) stated: “JD Vance is his own worst enemy
– Obviously Elon has affected him, but the content is accu-
rate just by the nature of the subject and JD Vance’s idiocy.”
Participant P2482 (Democrat; no warning F.4) dismissed the
warning label, commenting: “I think it’s a little exaggerated,
but basically accurate – Trump is very authoritarian and he
is not for anyone but himself and the rich.” Participant P2382
(Undecided; no warning F.5) also saw no issue with the con-
tent about Tim Walz: “based on what [they] already know
about [him], seeing a Little Black Sambo cake (or whatever
that is) in the background did not surprise [them] a bit – he
is definitely a weirdo.” In a reversal of the warning bundle
debunking, participant P213 (Republican; warning bundle
video F.6) remarked: “I don’t think it’s true because she’s a
part of the Democratic Party, and they absolutely hate and de-
spise guns and weaponry of any form – It would be shocking
to me if Kamala actually owned a firearm.”

Key Finding 12: Perceptions of accuracy depend on the
perceived trustworthiness of the surrounding context. Com-
pared to community notes, labels, and third-party fact-
checks were viewed as less credible. A politically incon-
gruent personal disposition toward the subject of the con-
tent tended to shift perceived accuracy toward authenticity,
even when the content was demonstrably inauthentic.

In both contexts we evaluated, the prevalence of opinion
regarding the warning labels (low friction) was that casting
content as a “manipulated media” might not be a sufficient
cue alone against the perceived accuracy. Though the labeled
helped the participants suspect all the content we tested, many
expressed that “it might be manipulated media [what they
saw], but parts of it could be true” (P1631 – I don’t plan to



vote; warning label photo: F.1). The opposite opinion pre-
vailed when the warning label was reinforced by an expla-
nation offered in the community notes (medium friction).
What resonated with most of the users is that the community
notes allow not for “one link supplied by X” or “couple of
links supplied by independent fact-checkers” but “a lot of
different links that show a content is fake supplied by other
X users” (P2263 – Republican; warning bundle audio: F.3).
In simple words, the community notes are less probable to
be biased compared to the labels and covers with indepen-
dent fact-checked information (high friction) because “no one
fact-checks the fact-checkers” (P1421 – Republican; warning
cover photo: F.1 and F.1), while “X users fact-check among
each other and break down the inauthenticity for impartial
judgment” (P2207 – Republican; warning bundle audio: F.3).

4.7 RQ5-b: Determining Sharing Intentions
The decision to share (in)authentic content was primarily

driven by participants’ concerns about their reputation or
self-presentation on social media, across both datasets. Prior
research on misinformation sharing has largely focused on its
relationship to perceived accuracy and the intention to inform
others about salient developments [24]. However, accurately
assessing inauthentic content is often more challenging than
identifying conventional misinformation or fake news. This
makes it more difficult for users to maintain a consistent self-
presentation, as they risk damaging interpersonal relationships
built through online interactions [14].

Importantly, a user’s reputation or self-presentation on so-
cial media reveals little about the nature of that reputation.
While some individuals may strive to project a serious or
credible persona, others may opt to appear humorous or build
social ties through entertainment. Yet others, might see a
social media presence bound to responsibility in informing
followers and other users about deceiving content. To capture
this nuance, we identified two additional themes, each with
its own central organizing concept [4, p.113]:

(1) Maintain serious social media persona – focuses on
the absence of sharing intentions of (in)authentic (soft
moderated) political content, in any context, due to the
threat of reputation loss and damaging interpersonal re-
lationships on social media;

(2) Maintain responsible social media persona – focuses
on presence of sharing intentions of (in)authentic, (soft
moderated) political content, in any context, due to the
potential of reputation gain and strengthening interper-
sonal relationships on social media.

Sharing (in)authentic political content might be damaging
to self-presentation, even if it was not moderated, because
one could not regain their reputation by removing or subse-
quently sharing verified, authentic content later. Participant

P1887 (Democrat; no warning F.1) statement testifies, here,
that “don’t feel comfortable sharing political content even if I
agree with it because it just seems like it would invite more
attention and negative comments, even if I retract my action,
and I don’t want to deal with that.” Participant P215 (Un-
decided; no warning F.6) seconded: “I don’t share political
news. I don’t want to stir up drama with friends.”

The soft moderation, even with a minimal level of friction,
made P1556 (Undecided; warning label video F.2) abstain
from sharing because “the manipulation was done to rage bait
others on social media, and [they] don’t want to be part of
it.” Likewise, participant P2144 (I don’t plan to vote; warning
label audio F.3) added: “I rarely share anything and this would
make me look stupid to share because it is too outlandish.”
The damaging effect was well pronounced by P1190 (Don’t
plan to vote; warning label video F.2) who said that they
“wouldn’t share it only to avoid all of the backlash from people
thinking [they] support one side of the political spectrum more
than the other; It’s not about politics anymore it’s about hate
nowadays on social media.”

As to why one could share inauthentic content, P1153
(Democrat; warning bundle photo F.1) said they “would only
share this post because the photo is funny; However, [they]
feel like everyone should do more research before taking news
articles and photos at face value.” Participant P2154 (Demo-
crat; warning bundle photo F.8) agreed, and added: It’s a witty
and relatable way to describe instability, using humor to com-
ment on real-life turbulence; I’d share it because it captures
a common feeling in a memorable, lighthearted way.” The
participants in the follow-up dataset also felt that share inau-
thentic content, according to participant P2379 (Democrat;
warning bundle video F.6) is needed “to inform others of the
incorrect information being spread on social media.” Sharing,
in the view of P2380 (Democrat; warning cover video F.8 and
F.8), should be done “to can see other people’s perspective
on the same if they agree that it is accurate or not.”

Participants found that the soft moderation interventions
could factor reputation- and relationship-wise, even if one
shares the content for humor or entertainment purposes. Par-
ticipant P1197 (Republican, warning label video F.2) hinted
at the contested nature of labels in the past: “I would share
this Trump meme on because it’s too funny not to; Plus, I
know the labels would spark some conversation, and maybe
even a few laughs.” The humor, with an option for serious
factual discernment using the soft moderation interventions,
was seen as a good opportunity for P189 (Democrat; warning
bundle photo F.1) to strengthen interpersonal relationships: “I
am confident that the post contains an altered photo; I might
share it just as an example to my own followers and mutuals
as election misinformation and how the community has called
it already.” Here, P2638 (Other party/Independent; warning
bundle audio F.3) felt sharing would “amplify” the effect of
the community notes “because other people need to see [the
note] a lot as people don’t look at these kind of things.”



Key Finding 13: Sharing inauthentic (soft moderated)
content on social media is restrained by the perceived
risk of reputation and relationship damage: Sharing might
happen as an act of responsibility, though, counting on the
warning labels and community notes as a counterbalance
against legitimizing misinformation on social media.

In both contexts we evaluated, the prevalence of opinion
regarding all the soft moderation interventions was that they
“reinforce” the feeling one should refrain from sharing inau-
thentic content on social media, regardless of who is the target
of manipulation or the context. Participants, in both datasets,
were reluctant to contribute to an inauthentic behavior as
“sharing [the content] would risk amplifying a misleading
narrative and could contribute to public confusion or manip-
ulation” (P274 – Democrat; warning cover video: F.7 and
F.7). In simple words, “sharing inauthentic content, even with
warnings, notes, or covers” (P278 – Republican; warning bun-
dle: F.8) is, for the time being, “too controversial” (P1402 –
Republican; warning cover video: F.2 and F.2).

5 Discussion

5.1 Implications
The results presented per research question (for brevity) are
inherently hard to decouple and treat in isolation. As such,
they deserve to be brought into the conversation as the analy-
sis in Sections 4.2, 4.3, 4.4, and 4.5 uncovered whether the
soft moderation interventions work in any context, while Sec-
tion 4.6 and 4.7 offer the dimensions of why (some of) the
soft moderation interventions work among ordinary X users,
regardless of elections and regardless of the content’s topic.

5.1.1 Perceived Accuracy

Our results across both evaluation contexts indicate that per-
ceptions of media authenticity are supported by medium-to-
high-friction soft moderation warnings. In their absence, users
on X—and on social media more broadly—face significant
difficulty in discerning deceptive content, particularly when
motivated reasoning is involved [17]. Elements of such rea-
soning were especially evident in participants’ assessments
of authenticity in the US Election 2024 context, as revealed
by our qualitative data. Although susceptibility to misinfor-
mation is linked more to a lack of analytical thinking than to
one’s political alignment [31], our findings suggest a more
complex picture. Specifically, when considering users’ voting
intentions and perceptions of accuracy, we find that warn-
ing labels paired with community notes, as well as warning
covers, contribute to—but do not solely drive—analytical en-
gagement in evaluating whether content is accurate.

The perception of X as an unreliable arbiter of authenticity
–particularly among participants who did not intend to vote

Democrat in the (US Election 2024) or who intended to vote
Republican (non-election) suggests that trust in the platform’s
moderation practices has not been fully restored, despite the
elaborate options for soft moderation. In this light, Meta’s
recent decision to discontinue third-party fact-checking and
adopt a community notes model instead [30] is perhaps un-
surprising. As our findings reinforce the prior evidence [12]),
community notes’ consensus-driven corrections contributed
by users across the political spectrum [59] represent a promis-
ing approach for mitigating the effects of motivated reasoning,
both during election periods and outside them.

Consistent with past evidence, we also show that people use
political individuals as a heuristic to guide the evaluation of
what is true or false, yet do not necessarily insist on verifiable,
platform-provided soft moderation as a prerequisite for sup-
porting (or opposing) political candidates or officials [54]. The
problem of “political animus” is perhaps harder to address,
at least in the context of election campaigning [32] but also
outside of the election context (as we showed), and remains
an open question on how to deal with the increasingly con-
vincing inauthentic content as a potential catalyst of affective
polarization [16]. An interesting avenue of potential future ex-
ploration is to retain the soft moderation interventions, though
to include not just a link – according to the misinformation in-
oculation theory – but also information about how inauthentic
content could drive affective polarization [35].

5.1.2 Sharing Intentions

The containment of inauthentic content, as suggested by our
results across both contexts, appears to be a promising out-
come. Past research indicates that to effectively discourage
users from sharing misinformation is to prompt reflection,
typically by asking them to confirm the content’s accuracy or
commit to pro-social behavior at the moment of sharing [27].
While our study did not evaluate such interactive interventions,
our mixed-method findings suggest that these mechanisms
may not be universally effective or even applicable. Regard-
less of intervention type, our participants often expressed
reluctance to share inauthentic content simply because they
could not confidently assess its authenticity. This inability to
objectively verify accuracy may, in itself, be enough to deter
sharing, even without additional prompts or mechanisms.

What may warrant further attention is the inclusion of
explicit information about how sharing a post could poten-
tially mislead other users on the platform. Based on such
information, users could then be asked to actively endorse
their intention to share. This approach offers an alternative
to conventional soft moderation, shifting from reliance on
fact-checker-provided information – which, as our qualita-
tive findings show, is often met with skepticism – to a more
user-centered reflection mechanism. Importantly, this type of
intervention would still depend on the presence of at least
a warning bundle combining a label and a community note.



Such a bundle would serve as a necessary “fallback,” offering
contextual correction in cases where users object to the act of
endorsement itself or perceive it as implicating them in the
spread of misinformation, regardless of their intent.

5.2 Reflections on Soft Moderation Design
Given the clear departure from standalone warning la-
bels—which, according to our findings and prior research,
have limited effectiveness [34]—and the declining reliance
on third-party fact-checkers, which remain effective but in-
creasingly distrusted [27], community notes appear to be the
most viable soft moderation intervention currently available
to users. While community notes may lag in addressing viral
content [7], the nature of inauthenticity as verifiably false
information, due to the existence of authentic counterparts,
may help prevent disputes, biased fact-checks, and issues of
selective application [2]. Their strength lies in their flexibility,
contextual depth, and foundation in user consensus [13].

To maximize the potential of community notes, we see
value in designing them to explicitly “inform” users about
how inauthentic content may contribute to political polariza-
tion, as illustrated in Figure 2. The format and wording of
such warnings aim to preserve the perceived neutrality of the
community note system while encouraging user reflection on
the broader implications of manipulated content. This pro-
posal builds on empirical evidence showing that reflection can
be effective when integrated into soft moderation strategies.
Of course, such a design might “backfire” or yield unintended
sharing effects, but given the substantial threat posed by highly
deceptive political content—not only in elections but across
civic discourse—we argue that evolving user-driven soft mod-
eration is both necessary and timely.

Figure 2: Community notes with political polarization context

5.3 Limitations
Several limitations pertain to our study. Although both our
samples were balanced and representative, they nonetheless

limit the generalization of the results as other samples of X
users might yield varying effects. Another limitation of our
study concerns the selection of topics and content across the
eight evaluated posts (two in the election context and six in the
non-election context), the specific type of community notes
associated with each post, and the fact-checking responses
provided. Although we balance between the initial and follow-
up evaluations, we acknowledge that our findings may not
generalize to non-political inauthentic content or to future
elections contexts on X or other platforms. While we con-
trolled for confounding factors such as removing engagement
metrics and user comments, these elements are known to in-
fluence both perceived accuracy and sharing intentions. As
such, participants’ behavior in our study may diverge from
how they might act in naturalistic settings on X. Additionally,
the use of a 10-point scale to measure perceived accuracy and
sharing intentions may carry the risk of attenuating the results
by introducing unnecessary granularity or ambiguity.

We did not directly measure “friction,” but instead inferred
friction levels based on the required user interaction effort, fol-
lowing the framework proposed by [25]. A further limitation
is participants’ prior exposure to moderated content, which
may have introduced a confounding effect, leading some to
more readily judge content as inaccurate or to avoid sharing it
altogether. Additionally, we did not evaluate soft moderation
frictions in the context of repeated exposure, leaving open the
possibility of habituation effects that could diminish interven-
tion efficacy over time. Our findings remain specific to the
controlled experimental conditions we employed, both within
and outside the election context. For example, participants
may have had prior familiarity with some of the inauthentic
content we presented. Nevertheless, by employing a random-
ized control design, we were able to draw causal inferences
regarding the impact of soft moderation interventions rela-
tive to the degree of interaction friction. All reported effects
should, however, be interpreted as correlational rather than
predictive. The same caveat applies to the thematic insights
derived from our qualitative analysis.

6 Conclusion

Our study examined the impact of soft moderation interven-
tions on the perceived accuracy and sharing intentions of
inauthentic political content on X, both during and outside
of election periods. From a user interaction perspective, we
found that medium- and high-friction interventions led partic-
ipants to view such content as less accurate. However, these
interventions had no observable effect on sharing intentions,
as many participants refrained from sharing inauthentic con-
tent altogether as a matter of principle. Our findings indicate
that misleading content with political connotations can be
effectively countered through community notes’ consensus-
based annotations developed by non-expert users from across
the U.S. political spectrum.



7 Ethical Deliberation

Relative to the Respect for Persons principle of the Belmont
Report [56], our protocol was non-full disclosure in that we
withheld the information whether (1) each of the eight (six
plus two) posts we evaluated was inauthentic or not; (2) and
that these are real-world posts we sourced from X. This infor-
mation, including the authentic counterpart for each content
was tested, was offered to participants as part of the debriefing
to mitigate a potential violation of the participants’ auton-
omy. Here, we offered justification about the need to withhold
the full nature and type of content they would see, as it was
essential for us to obtain results under realistic conditions.
Participants were able to remove their data while still being
compensated if they felt the full disclosure and the mitigation
were insufficient to address their loss of autonomy (none of
them did). They also had the option to contact us and X with
concerns about any inauthentic content encounters.

Relative to the Beneficence principle, we acknowledge that
the burden of exposure to inauthentic content was needed to
test the unbiased utility of the warnings towards assessing the
posts’ accuracy and the decision to share them or not. This
burden might manifest as a feel shame, guilt, stress, embar-
rassment, or a sense of being manipulated when participants
realize they have been not been fully informed about the na-
ture of the content – inherently false, inauthentic – they saw,
potentially impacting their self-esteem. If we had showed the
participants only the warnings or used a laboratory generated
inauthentic content, then their attitudes or behaviors would
have been biased as they won’t represent the real exposure to
inauthentic content around the general discourse on political
topics on X during both evaluation studies, and in turn, would
not represent the real effect on perceptions and intentions.

Here, it is worth mentioning that we didn’t ask participants
to actually access any inauthentic content from their own X
accounts in order to avoid the knock-on effect (i.e., getting
recommendations for subsequent, related content they have
no interest in) to minimize the burden. The unbiased utility
of the warnings, as evidenced in both of our evaluations, is a
benefit that is available for X (and its entire user base), and
from March 2025, Meta too [44]. In times when fact-checkers
are seen as unfavorable approach of handling misinforma-
tion [30], the benefit of the study is the evidence of what users
– independently from the platforms’ governance – prefer as a
warning about content inauthenticity (i.e., community notes)

Relative to the Justice principle, beside the IRB approval,
we offer evidence that the benefits of the soft moderation
interventions – avoid deception by an inauthentic content –
are equally enjoyed by the participants that bore the burdens
as they regularly encounter such content on X and on the Meta
during a usual platforms access. Our sampling criteria strictly
stipulated anonymous participation, and we did not recruit by
any other demographic criterion that might have resulted in
social, racial, sexual, and cultural biases. A demonstration of

this is our balanced sample relative to the intention to vote,
gender, area of residence, and voting experience (Table 1).

Relative to Respect for Law and Public Interest principles
from the Menlo Report [9], we borrowed a real-world content
under the fair user policy of X content [65] (compliance). We
transparently communicated the research purpose and situ-
ated our study in the broader context of harms associated with
non-moderated inauthentic content on X (as well as other plat-
forms) – widespread deception, civic unrest, and public health
disturbances. We made it clear that we need exposures to real-
world inauthentic content to learn the users’ preferences about
moderation when facing such recommendations in their X’s
feeds (transparency). We will use our results to advocate
for the moderation of inauthentic content, as the detection of
such content, so far, has been difficult for users. We also offer
our artifacts, datasets, methodology, and all research instru-
ments for the purpose of replication, but also future research,
policy-making, or public knowledge (accountability).

Our ethical position, as authors, is that we see a greater
benefit in studying soft moderation interventions to real-world
content than the burden imposed in the study. If platforms and
third-party fact-checking don’t work, then our study shows
that users on X and social media have at least the commu-
nity notes at their disposal in navigating feeds that inevitably
involve inauthentic, manipulated, or synthetically created con-
tent. The potential, brief psychological discomfort resulting
from the exposure to the inauthentic content (and lasting 5
minutes on average till the participants reached the debriefing,
where a full disclosure took place) is no greater than what a
participant might experience in content encounters on X in
their everyday life. We also see the exposure to inauthentic
content (and soft moderation) as an opportunity for the partic-
ipants to learn about what exists on X from their experience
participating in a study using our methodology.

8 Open Science Policy

We are making both of our datasets as a research artifact
available by default. We will offer the survey results and
also provide the scripts we used to analyze the data to allow
for both functionality checks and reproducibility. The study
stimuli are already publicly available.
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Appendix

A Survey

• US Elections 2024: 8 groups
• Non Election: 24 groups

B Replication Files

The Replication Files including our dataset and code used in
our quantitative analysis.
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C Codebook

The Codebook used in our thematic analysis.

D Debriefing

The Debriefing used in both studies.

E Analysis Tables

E.1 US Elections 2024
• Predictor: Intention to Vote [US Elections 2024]
• Predictor: Demographics [US Elections 2024]

E.2 Non Election
• Predictor: Intention to Vote [Non Election]
• Predictor: Demographics [Non Election]

F Study Stimuli

F.1 US Elections 2024 – Kamala Harris
Figure 4: Inauthentic Photo and Soft Moderation

• Control (No Warnings)
• Warning Label
• Warning Bundle (Label + Community Note)
• Warning Cover
• Warning Cover Fact Check

F.2 US Elections 2024 – Donald Trump
Figure 5 Inauthentic Video and Soft Moderation

• Control (No Warnings)
• Warning Label
• Warning Bundle (Label + Community Note)
• Warning Cover
• Warning Cover Fact Check

F.3 Non Election – JD Vance
Figure 6 Inauthentic Audio and Soft Moderation :

• Control (No Warnings)
• Warning Label
• Warning Bundle (Label + Community Note)
• Warning Cover
• Warning Cover Fact Check

F.4 Non Election – Donald Trump
Figure 7 Inauthentic Photo and Soft Moderation :

• Control (No Warnings)
• Warning Label
• Warning Bundle (Label + Community Note)
• Warning Cover
• Warning Cover Fact Check

F.5 Non Election – Tim Walz
Figure 8 Inauthentic Photo and Soft Moderation :

• Control (No Warnings)
• Warning Label
• Warning Bundle (Label + Community Note)
• Warning Cover
• Warning Cover Fact Check

F.6 Non Election – Kamala Harris
Figure 9 Inauthentic Video and Soft Moderation :

• Control (No Warnings)
• Warning Label
• Warning Bundle (Label + Community Note)
• Warning Cover
• Warning Cover Fact Check

F.7 Non Election – Russo/Ukrainian
Figure 10 Inauthentic Audio and Soft Moderation

• Control (No Warnings)
• Warning Label
• Warning Bundle (Label + Community Note)
• Warning Cover
• Warning Cover Fact Check

F.8 Non Election – Israel/Palestine
Figure 11 Inauthentic Audio and Soft Moderation

• Control (No Warnings)
• Warning Label
• Warning Bundle (Label + Community Note)
• Warning Cover
• Warning Cover Fact Check
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G Soft Moderation Interventions

(a) Inauthentic Warning Label (b) Warning Bundle: Label & Community Note

(c) Warning Cover – Photo (d) Warning Cover – Video (e) Inauthentic Audio Cover

Figure 3: Soft Moderation Interventions for Inauthentic Media
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